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Abstract

DAMPING HIGHER ORDER MODES IN THE

PEP-II B-FACTORY STORAGE RING COLLIDER

By

Stephen Weathersby

The PEP-II B-Factory storage ring collider at SLAC provides crucial experimental

evidence for the physics of CP violation. To investigate rare B-meson decays requires

high luminosity which comes mainly from increasing bunch currents and reducing

bunch sizes. Electromagnetic e�ects of intense bunch �elds in the form of wake �elds

couple into accelerator components, inducing Joule heating at levels detrimental to

vacuum chamber components. Additionally, wake �elds contribute to beam instabil-

ity, decreasing luminosity. These e�ects are limiting B-factory performance.

Computer simulations and experimental evidence indicate that beam collimators

produce wake �elds in the form of dipole and quadrupole waveguide modes which can

propagate tens of meters from their source before depositing energy at remote loca-

tions. Simulations con�rm that coupling through narrow slots into bellows cavities

occurs for beam pipe modes.

Two proposals are set forth to mitigate wake �eld e�ects. The �rst proposal is to

reduce the quality factor of resonant structures with a water cooled dielectric lossy

material. Electromagnetic energy coupling into resonant structures can be isolated

and safely dissipated. Prototype devices have been built and have been shown to

reduce resistive heating in large pumping chambers coupled to the beam chamber.

Designs and simulations which incorporate such techiques into bellows devices are

presented.

The second proposal incorporates novel devices introduced in the accelerator vac-



uum chamber which selectively traps dipole and quadrupole propagating wake �elds

before they can couple into sensitive beam line components without introducing im-

pedance to the beam. Scattering parameter analysis is used to tailor device response

to speci�c modes. Dangerous modes are extracted from the beam chamber, trapped

and dissipated in a water cooled lossy material. Modes which represent an impedance

to the beam are not a�ected. After design optimization, production and installation,

beam line devices registered a factor of two decrease in electromagnetic heating in

the vicinity of the installed device.

Methods for reducing harmful wake �eld e�ects resulting from intense charge

densities have been demonstrated. This enables the higher bunch currents and shorter

bunch lengths required to achieve productive B-factory operations at the highest

possible luminosity.



To Thomas and Chiyoko Weathersby
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Chapter 1

Introduction

1.1 Electromagnetic E�ects of Intense Charged Particle

Beams

Concentrated bunched relativistic charged particle beams generate intense electro-

magnetic �elds which interact with their surroundings. These interactions can be

utilized to manipulate the beam energy as in an RF cavity. Often, interactions of this

type can dissipate destructive amounts of energy into accelerator structures. These

interactions have become evident as charged particle intensities are increased to meet

current storage ring physics demands. Such e�ects are limiting performance of the

current generation of B-factory storage ring colliders and will be a concern for future

generations of high current charged particle storage ring light sources.

Beam generated electromagnetic �elds will couple to parasitic resonances in

beam line structures where resistive heating can cause damage, often resulting in a

catastrophic vacuum breach. Additionally such �elds will interact back on the beam,

inducing instability. Current generation storage rings are designed and upgraded to

mitigate these e�ects to some degree, but at currents of several amperes, destructive

levels of electromagnetic energy persist.

This dissertation seeks a deeper understanding of beam induced electromagnetic
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energy in storage ring accelerators with the aim of developing new mitigatingmeasures

to control and eliminate its destructive tendencies. This is in hopes of enabling storage

ring physics programs to progress at higher levels of e�ciency and productivity. The

PEP-II B-factory at the Stanford Linear Accelerator Center provides an ideal case

study for this work.

Beam induced electromagnetic e�ects are documented in the accelerator literature

[32, 33, 42, 22]. Some simple idealized problems have closed solutions, and the compu-

tational problem for all but the most simple geometries is numerically complex. One

of the most important means to quantify the beam-accelerator interaction is the loss

factor or loss parameter k which relates the amount of electromagnetic energy dissi-

pated in a structure by a charged particle bunch to the bunch charge. It depends on

the structure geometry, materials and the bunch charge distribution and trajectory.

For a given accelerator structure the loss factor is de�ned as the amount of energy lost

by the beam per unit of beam charge squared and is quoted in volt per pico-Coulomb

[ V/pC]. For simple beam pipe geometries analytical formulas and approximations

exist. Typical values for PEP-II RF cavities are 0.5 V/pC. For practical accelerator

structures computational techniques are employed. Intense beam current accelerators

should incorporate loss factor minimization in the design process wherever possible

to prevent beam instability and RF heating.

Beams lose energy to accelerator structures through wake �elds. As surface charges

on the walls of the beam pipe follow the beam, disruptions in the pipe geometry give

rise to surface charge radiation. This radiation reacts back on the beam. These wake

�elds are also known as higher order modes or (HOMs). Some basic approaches of

evaluating wake �eld e�ects are outlined:

• Evaluation of energy loss from cavity modes: This is applicable to cavity-like

structures for which the cavity resonant modes are known. Wake �elds are

expressed in terms of a superposition of normal modes. Each mode has a speci�c
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loss factor which is evaluated from the electric �eld along the bunch path. The

total energy loss/gain a bunch sees from a structure can be given in terms of a

summation over mode loss factors. The e�ects of the beam pipe apertures are

not taken into account. Resonant mode frequencies and �elds must be known

to high frequencies for accurate loss factor calculation[33].

• Wake �eld calculations: This requires a time domain solution of Maxwell's

equations for the problem of a bunch traversing an accelerator structure. Each

particle sees the scattered �elds caused by the geometry of the structure (wake

�elds) from previous beam charges and gets a resultant potential change (wake

potential) after passage through the structure. The loss factor for the structure

can be evaluated given the bunch charge distribution and the wake potential.

This is a more general approach which is applicable to arbitrary geometries but

is computationally intensive and susceptible to numerical error[37]. Considera-

tion must be given to the e�ect of the boundary of the computational domain

through which a relativistic charge must pass [43].

• Scattering parameter approach: This approach considers wake �elds as a sum

of orthogonalized beam pipe propagating waveguide modes. The loss factor can

then be evaluated in terms of the e�ect of the individual waveguide modes. In

analogy to electrical network analysis the waveguide boundaries are matched to

the particular mode to eliminate re�ection errors that occur with the previous

two methods. This method is computationally simpler than the wake �eld cal-

culation and well suited to evaluating propagating wake �eld e�ects in arbitrary

geometries.

The above analysis methods and experimental observations reveal certain aspects of

electromagnetic e�ects of intense beams in accelerator structures which are important

in considering mitigating measures. In particular, it is determined that wake �eld
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sources such as collimators generate power which can propagate large distances away

and a�ect remote components, a fact that is veri�ed experimentally[9]. Additionally,

a coupling mechanism exists for these propagating wake �elds[7]. Based on these

results, research progressed along two paths:

• Remove power from a�ected components: When wake �elds couple into resonant

structures dangerous resistive heating occurs. Introduction of a high permittiv-

ity absorbing medium can reduce the quality factor of the resonant modes and

contain the electromagnetic energy. The analysis methods above are utilized in

the design of devices to isolate and extract this power from a�ected components.

• Remove wake �elds from the beam pipe: A superior solution involves the ex-

traction of propagating modes from the beam pipe before they reach sensitive

components. Introducing a device into the beam pipe has the undesirable poten-

tial of presenting added impedance to the beam which can detrimentally a�ect

beam stability. The scattering parameter analysis is instrumental in designing

an e�ective wake �eld extraction device with minimal beam impedance.

Devices incorporating these features have been designed and tested in the PEP-II

B-factory storage ring collider. HOM absorbing devices are shown to be e�ective in

removing HOM energy from a�ected devices using these two methods. These suc-

cesses have initiated further e�orts at reducing HOM e�ects in the IP area where

HOM producing elements are concentrated and stringent mechanical tolerances con-

strain the usable volume. New devices have been built and will be installed which

feature optimized absorbing capabilities and minimized beam impedance character-

istics speci�cally designed for the IP region.

1.2 The PEP II Asymmetric B-Factory

The PEP-II B-factory is a storage ring collider designed to investigate charge-parity

violation in B-meson decays. It consists of two independent storage rings designated
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LER (Low Energy Ring) and HER (High Energy Ring). The LER stores up to 2.8

A of 3.1 GeV positrons and is physically mounted above the HER except at the

interaction point (IP) where the two beams share a common beam chamber. The

BaBar detector surrounds the IP. The HER stores up to 1.8 A of 9 GeV electrons.

The two rings have a circumference of 2.2 km in the con�guration shown in �gure

1.1. A series of magnetic dipoles in each ring con�ne the beams to a circulating tra-

jectory. The circulating beams of charged particles will radiate synchrotron radiation.

This is the main source of energy loss which amounts to several megawatts at max-

imum currents. RF Cavities in the straight sections replenish lost energy with 476

MHz CW RF. The stored beams consist of up to 1700 bunches nominally separated

by twice the RF frequency, or about 4.2 ns. There is a gap with no bunches in the

bunch pattern for the ramp up time of the machine protection abort kicker. Bunch

lengths are of the order of 0.8-1.3 cm, depending on the RF con�guration.
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Beam stability and colliding beam considerations favour a �at beam transverse

pro�le [54]. On the average, horizontal to vertical size ratios are 10:1, reaching 20:1

at the IP with nominal transverse beam size of 150 × 7 µm.

1.3 The SLAC Injector

The PEP-II rings are fed by the two mile linac facility at Stanford Linear Accelerator

Center. Electrons are produced at an electron gun from a thermionic �lament or a

photo cathode, then bunched and accelerated to 1.2 GeV. They are then extracted

into the north damping ring, where they circulate long enough to damp transverse

emittance before being injected into the main linac. They are accelerated to the 9

GeV point where they can be extracted for injection into the HER. Selected electron

bunches are extracted from the linac for positron production at the 33 GeV point.

There they strike a titanium target producing a shower of positrons which are col-

lected, bunched and accelerated. Positron transverse emittances are damped in the

south damping ring. Damped positrons are subsequently accelerated in the main

linac and extracted at the 4 GeV point for LER injection.

1.4 Charge-Parity (CP) Violation

A key to understanding the domination of matter over anti-matter in the observable

universe in the context of the Standard Model is charge-parity or CP violation. CP

violation is a measure of the di�erence in outcomes of experiments based on how a co-

ordinate system (P) and charge (C) are assigned. The weak force exhibits di�erences

in outcomes with respect to the CP counterpart experiment (ie coordinate transfor-

mation x → −x, y → −y, z → −z and particles→anti-particles). In particular,

parity conservation (P) is violated when experimental outcomes depend on the spin

axis direction of a particle, in essence distinguishing between north and south poles.

Charge conjugation (C) represents an equivalent system where matter is interchanged

with anti-matter counterparts. CP symmetry, which added charge conjugation (C)
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to parity conservation, was developed as a fundamental conservation law after parity

violation was observed. This law was later found to be violated in certain weak force

mediated interactions.

CP violation was postulated by Soviet physicist Andre Sakharov[56] to be an

essential process in a matter dominated universe. The Standard Model predicts equal

amounts of matter and anti-matter are produced in the early universe. Di�erences

in the decay process between matter and anti-matter particles subsequently could

account for the preponderance of matter in the present universe. Thus CP violation

represents an important test of cosmological theory and particle physics.

The B-mesons provides an experimentally accessible stage to observe CP viola-

tion. B-mesons are a family of particles consisting of one bottom quark and one up or

down quark. In BaBar they are made in the decay of the Υ (4S) particle. Collisions

of electrons and positrons at the 10 GeV center of mass of the Υ (4S) resonance max-

imizes the yield of B-mesons. B-mesons can decay in various ways via the weak force,

a small fraction
(
10−5) of which yield information on the statistics of matter/anti-

matter production rates in the early universe. The rate di�erences can be observed as

a tiny di�erence in decay times between a B-meson and its antiparticle into particular

�nal states. Decay times for B-mesons are on the order 10−12 seconds. PEP-II is

an asymmetric B-factory in the sense that the colliding species are at di�erent ener-

gies. B-mesons produced in this fashion have relative momentum with respect to the

detector so that decay times can be better resolved.

The degree of CP violation in the B-meson system is important for testing the

legitimacy of the Standard Model. The Standard Model predicts CP violation in B

meson physics. This was �rst observed at BaBar in 2001. Given the rarity of events

which display CP violation, large statistics are required to extract useful physics

parameters. A B-factory therefore requires intense rates of collision to produce these

events and a sophisticated data acquisition system to identify them[18].
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1.5 Luminosity

Obtaining the necessary statistics for CP violation observation requires maximizing

the luminosity, which in simple terms means increasing the number of collisions.

The simplest ways of achieving this is to increase beam currents and shorten the

bunch lengths. Both plans will signi�cantly increase the severity of beam induced

electromagnetic e�ects.

Storage ring luminosity L can be quanti�ed in the following[51]:

L = fn
N+N−
A

(1.1)

where N± is the number of positrons (electrons) in a bunch, f is the revolution

frequency, n is the number of bunches per revolution and A is the cross sectional area

of collision overlap. It is the number of events per second per unit cross section of a

process and has units of cm−2s−1. Nominal luminosity for PEP-II is 1×1034cm−2s−1.

The revolution frequency f is set by the speed of light and the circumference of

the ring for the relativistic case. The maximum number of bunches (per revolution)

n is set by the RF frequency and the circumference. Further increase in luminosity

can come from maximizing the number of particles per bunch N± or reducing the

cross sectional area A.

Stability issues come with increasing bunch currents N±. Coupled bunch instabil-

ities arise with increased bunch currents in both transverse and longitudinal planes

caused by long range wake �elds. These instabilities have been e�ectively damped

by fast bunch by bunch feedback systems however, anticipated higher bunch charge

electromagnetic e�ects will diminish control margins[15].
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e+ e−e+ e− Divergence

Long bunch length Short bunch length

Figure 1.2. Luminosity enhancement from shortening bunch lengths. Transverse

cross section A is reduced by increasing angular divergence with magnetic focusing

(left picture). Shorter bunch lengths increase the fractional longitudinal overlap in

the region of the common volume where the transverse size is small. (right picture).

1.6 Collision Cross Section and Bunch Length E�ects on Lu-

minosity

Lowering the cross sectional area A is achieved through increasing the beam angu-

lar divergence at the collision point with stronger magnetic focusing. This realizes

smaller transverse size. The true bene�t requires shortening the bunch length which

additionally decreases the longitudinal extent of the collision volume, thereby increas-

ing the particle density in the longitudinal dimension at the collision point. Figure

1.2 illustrates this geometric e�ect. Two bunches are shown in collision in a high an-

gular divergence interaction point. The transverse (vertical plane) beam densities are

increased at the interaction point (left picture). A further enhancement is obtained

by shortening the bunch lengths (right picture). The collision volume encompasses

a larger fraction of the bunches in the region where the common transverse size is

small, thus increasing the collisional probability for given bunch currents.

Bunch length is manipulated with RF voltage amplitude which changes the gra-

dient of the longitudinal potential well seen by the particles of a bunch in such a way
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as to provide longitudinal focusing. Shortening the bunch length also shortens the

bunch �elds. Electromagnetic e�ects resulting from shorter bunch �elds will span a

larger frequency range.

1.7 Scope of Work

The mission of the PEP-II B-factory is to investigate the origins of matter in the

observable universe through the observation of CP violation in B meson decays. A

nominal luminosity of L = 1×1034cm−2s−1 requires unprecedented colliding currents

of 2.4 Amps positrons and 1.8 Amps electrons at bunch lengths of 1 cm. The cross

section for the Υ (4S) particle is σ = 1.1 × 10−33cm2 which yields Lσ ∼10 Υ (4S)

particles per second, of which almost all decay into BB̄ pairs. The events of interest to

CP violation only occur in 1/100,000 BB̄ decays. The enormous number of collisions

has brought to light CP violation in other more rare B meson decays which will test

the limits of the Standard Model.

Obtaining statistically signi�cant data sets in a reasonable time is of prime im-

portance in B-factory performance. Most luminosity gains will come from increasing

currents and smaller bunch sizes. Electromagnetic e�ects of intense short bunches

limit the maximum currents and the minimum bunch lengths achievable and there-

fore limit the maximum luminosity. Signi�cant machine performance enhancements

can be achieved if these e�ects can be addressed.

Through measurement and simulation, models describing the propagation and

coupling of beam induced electromagnetic energy are developed. Simulations show

that dipole and quadrupole components of wake �eld beam pipe waves can couple

to beam line structures through small apertures. The coupling simulations are based

on a model of coupled oscillators where the oscillators are cavity modes of the beam

chamber and a bellows chamber coupled by small apertures. Measurements were

performed to identify the source of wake �elds responsible for heating in a localized
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area of the low energy ring. It was found that moving the beam position at colli-

mators strongly modulated the temperatures of beam line structures 10-20 meters

downstream of the collimators. Collimators and collimator like structures exhibit

long range wake �eld e�ects which are veri�ed with wake �eld simulations. The wake

�eld simulations show that collimators excite propagating waveguide modes which

are dominantly dipole and quadrupole. The majority of wake �eld power is directed

in the beam direction where it is coupled into downstream pumping chambers and

bellows.

Collimator like protrusions, beam chamber tapers, and crotches are part of the

beam line geometry at the interaction point near the BaBar detector. The need

for ultra-high vacuum conditions here requires many pumping chambers which are

necessarily coupled to the beam chamber. Joule heating from beam induced electro-

magnetic e�ects are substantial with kilowatts of power dumped into small volumes.

The heating can damage vital accelerator components. Vacuum degradation from

heat related out-gassing results in increased detector backgrounds, increased beam

sizes and instability, reducing luminosity and data quality. The heating is inversely

proportional to the square root of the bunch length and quadratic with currents,

limiting the luminosity potential of the PEP-II B-factory.

Based on the simulation results, studies of pump chamber RF coupling, and colli-

mator wake e�ect measurements, two mitigating approaches are considered to reduce

resistive heating. One approach involves modifying a�ected components, such as bel-

lows and pumping chambers, with a water cooled lossy dielectric material to reduce

the quality factors of excited modes. Coupled power can then be safely dissipated.

The second approach involves introducing a device to couple out electromagnetic

power before it reaches sensitive beam line components. The device is designed to

selectively couple to dipole and quadrupole modes. The coupled power is exposed

to a water cooled lossy material. The monopole mode, which shares the beam �eld
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geometry, is allowed to pass without attenuation. Attenuation of the monopole mode

represents an undesirable impedance to the beam. Designs for both approaches are

simulated and optimized with an electromagnetic �eld solver. Prototypes based on

both approaches have been built and installed.

Operational results with a modi�ed pumping chamber show kilowatts of elec-

tromagnetic power absorbed in the water cooled dielectric and a 50% reduction in

operating temperature for the pump chamber. The selective absorbing device was

installed in the low energy ring downstream of the collimator section and proved to

reduce the coupled power by 40% and reduce temperatures in a downstream 10 meter

vicinity by a factor of two. Specialized selective absorbers suitable for the IP have

been designed and produced and are being installed.
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Chapter 2

Wake Fields and Higher Order Modes

2.1 Relativistic Beam Fields

This dissertation concerns the e�ects of electromagnetic �elds of a highly relativistic

charge distribution in accelerators. It is useful to �rst understand electromagnetic

�elds of a relativistic point charge of �xed velocity. In what follows the electromag-

netic �eld is determined in the accelerator rest frame due to a relativistic point charge

Q of �xed velocity �v. In the lab reference frame K the �eld at point P due to a charge

Q moving with velocity v along the z axis can be found by �rst evaluating the electric

�eld in the charge rest frame K ′ which is simply given by Coulomb's law for a charge

at the origin:

�E′ =
Q

4πε0r′3
�r
′

(2.1)

and transforming back to the laboratory frame using the Lorentz transformation.

Assume at times t = 0 and t′ = 0 in inertial reference frames K and K ′, respectively,

the two frames share a common origin O. After some time t > 0, the charge will have

travelled a distance vt = d in the lab frame. Let P be the observation point in the lab

frame along the x axis at (b, 0, 0) as shown in �gure 2.1. The same observation point

P in the charge rest frame K ′ has coordinates (b, 0,−γd), where the electromagnetic

�eld components can be written as
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E′
z (b, 0,−γd) = − Q

4πε0

vt′
r′3 = − Q

4πε0

γd(
b2 + γ2d2

)3/2
(2.2)

E′
x (b, 0,−γd) =

Q

4πε0

b

r′3 =
Q

4πε0

b(
b2 + γ2d2

)3/2
(2.3)

E′
y (b, 0,−γd) = B′

x (b, 0,−γd) = B′
y (b, 0,−γd) = B′

z (b, 0,−γd) = 0 (2.4)

Transforming back to the lab frame K can be accomplished by the inverse Lorentz

transform of the electromagnetic �eld tensor. The contravariant form of the electro-

magnetic �eld tensor is given by[44]

Fµν =


0 −1

cEx −1
cEy −1

cEz
1
cEx 0 −Bz By
1
cEy Bz 0 −Bx
1
cEz −By Bx 0

 (2.5)

and the Lorentz transform from the lab frame to a moving frame along the z axis

is[44]:

L
µ
ν =


γ 0 0 −βγ
0 1 0 0

0 0 1 0

−βγ 0 0 γ

 (2.6)

Here µ and ν are indicies for the four space time coordinates (0, 1, 2, 3), β = v/c

and γ =
[
1 − β2]−1/2

. The time coordinate index is 0, the other indices the three

dimensions of space. The transform to the moving frame K ′ is performed by evalu-

ating the components of the transformed electromagnetic �eld tensor F ′µν through

the expression[44]:

F ′µν =
∑

δ,λ=0,1,2,3

L
µ
δL

ν
λF

δλ (2.7)

=


0 −γ

c

(
Ex − vBy

) −γ
c

(
Ey − vBx

) −1
cEz

γ
c

(
Ex − vBy

)
0 −Bz −γ

(
v
c2
Ex −By

)
γ
c

(
Ey − vBx

)
Bz 0 −γ

(
v
c2
Ey + Bx

)
1
cEz γ

(
v
c2
Ex − By

)
γ
(

v
c2
Ey + Bx

)
0


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By comparison with equation 2.5 the Lorentz transformed �elds in the moving

frame K ′ in terms of the lab frame �eld components can be obtained by inspection:

E′
x = γ

(
Ex − vBy

)
(2.8)

E′
y = γ

(
Ey − vBx

)
(2.9)

E′
z = Ez (2.10)

B′
x = γ

( v
c2
Ey + Bx

)
(2.11)

B′
y = −γ

( v
c2
Ex −By

)
(2.12)

B′
z = Bz (2.13)

Now the �elds in the lab frame of a point charge Q at rest in the moving frame K ′

can be found from the inverse transform obtained by setting v → −v and interchang-

ing primed and unprimed components in equations 2.8-2.13. Using the expressions

for the point charge �elds of equations 2.2-2.4 in the inverse transform, the non-zero

�eld components are :

Ez = E′
z = − Q

4πε0

γd(
b2 + γ2d2

)3/2
(2.14)

Ex = γE′
x =

γQ

4πε0

b(
b2 + γ2d2

)3/2
(2.15)

By = −γ
( v
c2
E′

x − B′
y

)
= γ

v

c2
Q

4πε0

b(
b2 + γ2d2

)3/2
(2.16)

The lab frame electric �eld is directed along the vector �r from the charge position

to the observation point P. With reference to �gure 2.1, the lab frame electric �eld

can be formulated in terms of the angle ψ between the z axis and �r[52]:

�E =
Q

4πε0

�r

r3γ2
(
1 − β2 sin2 ψ

)3/2
(2.17)

Along the direction of motion ψ ≈ 0, π for �xed radius r around the charge, E ∝
γ−2, a consequence of Lorentz contraction. In the transverse direction, ψ ≈ ±π/2,
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Figure 2.1. Coordinates of a moving charge Q in the lab frame K and in the charge

rest frame K ′ moving along the z axis at velocity v. Observer is at point P (b, 0, 0)

in the lab frame.

E ∝ γ. Longitudinal electric �elds are diminished while transverse �elds are enhanced

as the particle becomes relativistic.

The magnetic �eld has only an azimuthal y component which also exhibits rel-

ativistic enhancement along planes perpendicular to the velocity near the charge

(ψ ≈ ±π/2).

�B =
v

c2
Q

4πε0

sinψŷ

r2γ2
(
1 − β2 sin2 ψ

)3/2
(2.18)

For an ultra-relativistic particle of charge Qmoving in the z direction with velocity

v in vacuum the electric �eld components along the direction of motion are severely

Lorentz contracted, leaving only a radial electric �eld component Er and azimuthal

magnetic �eld intensity component Hφ perpendicular to the velocity in cylindrical

(r, φ, z) coordinates. The electric and magnetic �elds of a highly relativistic point

charge travelling on axis in a cylindrical beam pipe of radius b with conducting walls

can be found from Gauss's law. The electric �eld has only a radial component Er.

For a pillbox of small width ∆s at the charge location where s = z − ct and pillbox

radius r < b enclosing a charge Q

Er =
1

2πε0r

Q

∆s
(2.19)

=
Qδ (z − ct)

2πε0r
(2.20)
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where the term Q/∆s has been replaced with a delta function charge density

Qδ (z − ct) corresponding to a relativistic point charge.

The magnetic �eld intensity for an ultra-relativistic point charge is entirely az-

imuthal and can be found through Ampere's law. A closed path in the form of a

circle of radius r < b around the charge in the azimuthal plane gives

Hφ =
Qδ (z − ct) c

2πr

=
Er

Z0
(2.21)

where Z0 =
√
µ0/ε0 is the free space impedance.

The deviation from the relativistic limit goes as 1/γ which gives the opening angle

of the electric �eld in the direction perpendicular to the velocity. The relativistic limit

holds for the case of the PEP-II B-factory with 3 GeV positrons and 9 GeV electrons

where γ is 5,870 and 17,600 respectively. Figure 2.2 illustrates the electric �eld pattern

in the lab frame for a relativistic charge in a beam pipe. For a perfectly conducting

beam pipe surface charges are induced in the walls which move with the bunch.

For large γ the electric �elds are essentially perpendicular to the velocity. Thus,

a charged particle in a relativistic bunch will not see �elds from adjacent particles

ahead or behind it. Furthermore, it can be shown that particles at the same z position

within a relativistic bunch do not experience any force from each other's �elds. In

cylindrical coordinates with unit direction vectors r̂, φ̂, ẑ, assume a charge q in the

same transverse plane as another charge Q separated by �r = rr̂ both moving with

velocity �v = cẑ. The electric �eld at q due to Q is radial �E = Err̂ while the magnetic

�eld �eld intensity is azimuthal: �H = Hφφ̂ = Er
Z0
φ̂ from equation 2.21. The force on

q from Q is found from the Lorentz force law:

�F = q
(
�E + �v × �B

)
= q

(
Er − cµ0Hφ

)
r̂

= q

(
Er − c

√
µ0
ε0

Er

Z0

)
= 0
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Figure 2.2. Electric �eld �E for a relativistic particle of charge Q and velocity v in

a beam pipe has an opening angle of about 1/γ and surface charges (-) at the beam

pipe surface where the electric �eld lines terminate.

Thus transverse electric and magnetic forces between charged particles in ultra-

relativistic beams cancel each other. Accordingly inter-bunch (space charge) e�ects

can be neglected in the relativistic limit[33]. The forces experienced by bunch parti-

cles is dominated by external �elds from magnets, RF and wake �elds.

Another important consequence of the Lorentz force law concerns the means by

which a bunch gains or loses energy from electromagnetic �elds. The energy change

dε
dt of a charge Q moving with velocity �v can be written as

dε

dt
= �v · �F = Q�v · �E

implying only longitudinal components of an external electric �eld can contribute to

changing the energy of bunch particles.
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2.2 Wake Fields and HOMs

Wake �elds are electromagnetic �elds resulting from beam �elds scattering from the

beam chamber. The beam �elds scatter from beam chamber irregularities in much the

same way a wave generated by a moving boat in water scatters from solid objects in

its path. Wake �elds can remain after the passage of a beam and can excite parasitic

resonances or propagating waveguide modes depending on the chamber geometry,

materials and the beam parameters. A shorter bunch length means the spectrum

of wake �elds excited by the beam encompass higher frequencies, driving potentially

more parasitic resonances.

Wake �elds have long and short range e�ects. They can interact with the tail of the

originating bunch, or with subsequent bunches. These e�ects are both longitudinal

and transverse. For a train of bunches, long range wake �elds result in coupled bunch

instabilities which must be damped by dedicated feedback systems. Short range

e�ects lead to increased energy spread and emittance growth.

Wake �elds can be understood in terms of the impedance presented to the beam

by the accelerator. Particles within a given bunch will experience the wake �elds

di�erently, according to their location within the bunch. Over time the particles will

have gained a net potential from the integration of wake �eld e�ects. In this way

a wake potential can be de�ned as a function of position within the bunch. The

impedance of an accelerator vacuum chamber is essentially the Fourier transform of

the wake potential of a given charge distribution[32].

Figure 2.3 illustrates wake �eld generation in a cavity after a 1.8 mm bunch

has passed a PEP-II RF cavity. The bunch, shown on the right side of the �gure,

propagates on the axis of the axis-symmetric structure of the cavity and produces

all the �eld lines shown in and around the cavity. Some energy is left behind in the

cavity. Some energy follows the beam and propagates in the beam pipe. This �gure

is the result of a simulation program NOVO[14].
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Figure 2.3. Electric �eld lines of wake �elds produced by a 1.8 mm bunch traversing

a PEP RF cavity from a NOVO[14] simulation. Courtesy A. Novokhatski[17]. The

bunch is travelling to the right in this picture.

Wake �elds are often referred to as higher order mode or HOMs in the literature,

particularly when referring to cavities or cavity like structures. HOMs can more

precisely be de�ned as the Fourier transform of the wake �elds. For the purposes of

this dissertation, HOMs refer to unwanted electromagnetic energy in an accelerator

generated by beam �elds.

• HOMs can refer to resonant cavity modes which are of higher order than the fun-

damental. In most cases HOMs are parasitic and produce undesirable e�ects in

an RF cavity. There is considerable design e�ort toward removing these modes

in RF cavities. A compromise is made between accelerating e�ciency and beam
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impedance in cavity design. At high beam currents, HOM power generated in

an accelerator cavity is comparable to the accelerating power produced by the

RF system.

• HOMs can refer to excited parasitic resonances in structures with unintended

cavities. Propagating wake �elds can couple out of the beam chamber through

small openings and excite parasitic resonances. This occurs in vacuum pump-

ing chambers, and bellows structures which interconnect lengths of beam line.

Propagating waves can re�ect from aperture changes and can become trapped

in a parasitic cavity between two aperture variations.

The HOM frequency spectrum depends on the bunch length and the bunch pattern.

A shorter bunch length excites higher frequency HOMs. If the frequency spectrum

(HOMs) includes power at frequencies above the beam chamber cuto�, a certain part

of these waves may propagate some distance from its source and deposit energy in

another part of the accelerator. This cuto� frequency is a function of the shape and

size of the beam chamber cross section. A small cross section has a higher cuto�

frequency.

Nominally the PEP-II bunch pattern is a train of 1722 bunches, each bunch sepa-

rated by 4.2 nanoseconds. The bunch pattern excites frequencies strongly at harmon-

ics of the bunch spacing time. These frequencies couple to bellows cavity resonances.

As bellows cavities �ex in response to thermal cycles (during injection or coast down),

they move in and out of resonance with the bunch spacing frequencies. See �gure

2.15 for an example of this phenomenon.

The energy for beam generated HOMs must ultimately come from the beam. The

beam can lose energy in two ways:

• Wake �elds can catch up with the beam particles and a�ect their kinetic ener-

gies.
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Figure 2.4. Illustration of relativistic beam wake �eld interaction. Wake �elds excited

by a relativistic point charge Q catch up with the charge after a time t. b: the distance

from the beam axis to the wake �eld source. c: speed of light. v: velocity of the bunch.

• Energy can be taken from the bunch �elds. A relativistic bunch traversing a

uniform conductive pipe maintains a radial electric �eld and azimuthal mag-

netic �eld, which together form a Poynting vector in the direction parallel to

the velocity. When irregularity in the vacuum chamber wall is encountered,

the orientation of beam �elds at the irregularity will alter the Poynting vector

direction, enabling energy to �ow from the beam �elds to produce the wake

�elds.

Wake �elds take time to travel from the wake �eld source to the beam position which

by this time has traveled a considerable distance. This catchup e�ect is illustrated in

�gure 2.4

The Lorentz contracted �elds E of a point charge Q moving with uniform velocity

v have interacted with an irregularity in the beam chamber. The distance to the
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Figure 2.5. Depiction of wake �elds excited by the bunch head catching up with

bunch particles at a distance s following the bunch head. b: the distance from the

beam axis to the wake �eld source. c: speed of light. v: velocity of the bunch. t: time

at which wake �elds catch up to trailing particles at a distance s behind the bunch

head.

beam chamber irregularity from the beam axis is given as b. In the time t it takes

wake �elds to reach the point charge Q it will have traveled a distance vt away from

the wake �eld source. Simple geometric arguments lead to a �catch-up� distance of

≈ bγ the point charge travels before interacting with the wake �elds and losing energy.

For the PEP-II B-factory with average beam chamber radius of several centimeters,

γ = 6, 000 − 18, 000 yields a distance of ≈60-180 meters.

For a realistic longitudinally distributed bunch, particles see wake �elds excited

by the preceding particles of the same bunch. The bunch - wake �eld interaction is

characterized by a distance s measured from the �rst bunch particle to a position

along the longitudinal direction opposite to the bunch motion in the bunch frame.

This situation is depicted in �gure 2.5.

The head of a bunch generates wake �elds from a source located a distance b away

at time 0. At a later time t these wake �elds interact with trailing particles in the
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same bunch trailing the head by a distance s. The distance of bunch travel before

wake �elds catch up to trailing particles at s is vt. The catch up distance is vt − s.

Solving for t in the equation

b2 = (vt− s)2 + c2t2

gives a catch up distance

vt− s =
−γ2s

1 − 1
γ2

+ γ2

√
b2 + γ2s2

γ2 − 1
− s. (2.22)

For ultra relativistic short bunches s � b and γ → ∞, a simpler expression for

the catch up distance can be used[32]

b2 − s2

2s
. (2.23)

In PEP-II with average beam chamber radius of 2 centimeters and bunch length

of 1.0 cm equation 2.22 applies. Wake �elds will begin to interact with the tail of a

1.0 cm long bunch just before the tail arrives at the wake �eld source. The center

of the bunch sees wake �elds generated by the head about 3 cm after the wake �eld

source.

The bunch's energy is partly kinetic and partly in the bunch electromagnetic

�eld. The energy for wake �elds initially comes from the bunch �elds at the wake

�eld source. This is manifested in the bunch �eld distortion from the initial steady

state radial con�guration. Eventually this bunch �eld disturbance will propagate

toward the bunch particles and a�ect their energy. Additionally, wake �elds which

propagate independently of the bunch �elds can also catchup with the beam particles

and a�ect bunch particle energy. In this way, a short relativistic bunch passing a

cavity leaves energy behind in the cavity before losing kinetic energy. The distortion

of the bunch �eld propagating with the bunch eventually interacts with the bunch

particles to produce a force which changes the kinetic energy of the particles. The
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bunch �elds will evolve back to the normal radial beam �eld con�guration. The bunch

particles then experience a net change of kinetic energy which represents energy lost

to HOMs.

The nature of wake �elds is illustrated in a simulation of a relativistic bunch

passing through an iris. In �gures 2.6-2.10, snapshots of the electric �eld lines are

shown at di�erent instances as a relativistic bunch in a cylindrical beam pipe passes

an iris. The pipe and iris are assumed to have in�nite conductivity. This simulation

is produced with the NOVO[14] program.

Relativistic bunch �elds which are initially purely radial become distorted as they

interact with the iris. The bunch �elds are represented by the electric force lines which

terminate on the bunch particles. At the moment bunch �elds interact with the iris

in �gure 2.6, some �eld lines no longer terminate on the bunch. This represents wake

�elds which can propagate independently of the bunch �elds. These independently

evolving wake �elds will have parts which follow the bunch and parts which can be

trapped in accelerator structures, leaving energy behind. This energy initially comes

from the distortion of the bunch �eld at the iris.

The �eld lines which terminate on the bunch become distorted at the iris in order

to maintain the boundary condition at the iris surfaces. In �gure 2.7, the bunch �eld

distortion starts to disturb more of the bunch electric force lines. The bunch tail

particles are �rst to be a�ected by the distortion. Wake �elds propagating in the

opposite direction represent some of the energy lost by the bunch.

In �gure 2.8, the bunch �eld distortions from the iris overtake the bunch, producing

forces on the bunch particles. Wake �elds generated at the corner of the iris and beam

pipe propagate in the beam direction.

In �gure 2.9, wake �elds generated at the corner of the iris and beam pipe are

catching up with the bunch. This part of the wake �elds results in a kinetic energy

gain for the bunch particles when they catchup to the bunch. This is evident from the
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Figure 2.6. Frames in a simulation of relativistic bunch �elds approaching and in-

teracting with an iris. At time T2, part of the bunch �elds are severed by the iris,

becoming independent wake �elds. Bunch �elds are distorted at the iris.

Figure 2.7. Bunch �eld distortion begins to propagate along bunch force lines. Tail

bunch particles are �rst to be a�ected where a longitudinal �eld is developing. A

signi�cant fraction of the wake �elds are propagating in the opposite direction.

slight longitudinal component in the beam direction. The bunch �elds are starting

to regain their initial radial distribution.

At any time, the total �elds can be considered as a superposition of the steady state

initial bunch �elds and a pseudo �eld distribution which represents wake �elds and

the bunch �eld distortion. This is illustrated in �gure 2.10 for the iris simulation. At
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Figure 2.8. Wake �elds are produced at the corner where the beam pipe and iris

intersect. Some of these will propagate in the beam direction. Bunch particles begin

to interact with the bunch �eld distortions as the distortions arrive at the bunch

particle positions. At this time bunch particles are losing energy to the longitudinal

forces.

Figure 2.9. Bunch �elds are starting to recover their radial orientation as wakes �elds

chase the bunch.

this time, the wake �eld has two well-de�ned parts which are propagating in opposite

directions. The wake �elds to the right of the iris in �gure 2.10 are the bunch �eld

distortion and will interact with the bunch. The part to the left propagates in the

opposite direction and represents the energy lost by the bunch to wake �elds. The �eld

energy which goes to wake �elds is equal but opposite to the bunch �eld distortion

energy, illustrating the conservation of energy.
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Figure 2.10. Decomposing the total �eld (left) into wake �elds and bunch �eld dis-

tortion (center) and the initial bunch �eld. The �eld energy which goes to wake �elds

is opposite to the energy of the bunch �eld distortion. Courtesy A. Novokhatski

2.3 Surface Currents

A bunch traversing a pipe induces surface currents onto the pipe walls which move

with the bunch at the termination of the electric �eld lines. For a beam pipe of

constant cross section and in�nite conductivity the surface currents move with the

bunch and will not introduce any additional forces on following bunch particles. Wake

�elds can be understood in terms of the disruption of surface charge motion as it tries

to keep up with the beam. Some of the surface charge gets left behind to produce

long range wakes or gets trapped in cavities. Sharp irregularities such as an abrupt

transition to a di�erent chamber geometry can act as an antenna which radiates when

driven by these surface currents. For uniform perfectly conducting beam pipe walls

the surface current is formed by distributing the beam current over the circumference

of the inner beam wall dimensions. The surface current at any point along the wall is

modulated by the proximity of the beam at that point. Beam position monitors use

this e�ect for determining the beam path in the accelerator.
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2.4 Wake Field Sources

Most modern accelerator structures are designed to have smoothly varying vacuum

chamber apertures in order to minimize the impedance to the beam, however, some

irregularity is unavoidable. For the �nite conductivity case surface charges are not

synchronous with the beam but tend to fall behind[33]. This gives rise to resistive

wall wake �elds a�ecting following bunch particles. The net e�ect for PEP-II is beam

energy loss and beam pipe heating. For a current of 2.9 A in 1.3 cm long bunches for

a circular copper beam pipe of 4.5 cm radius this amounts to 70 kW of power which

must be replenished by the RF system[8].

At the IP region, beams must intersect at the interaction point within the detector.

Here it is critical to reduce detector backgrounds from synchrotron radiation. This

is accomplished by a series of masks which intercept the radiation in the line of sight

to the detector. These are water cooled structures capable of intercepting kilowatts

of synchrotron radiation. They consist of wedge shaped beam chamber pro�les and

tapers near the IP and are important sources of HOMs, particularly because both

beams traverse a common beam chamber at this area.

When electron and positron beams are brought together at the IP two beam pipes

must transition into one common beam pipe. At this transition one inevitably �nds

a crotch where the walls of the separate beam pipes come together and end. This

presents a substantial discontinuity to beam �elds traversing the region.

It is necessary to remove transverse beam tails to improve detector backgrounds.

These tails can come from o� momentum or position injection pulses or stored beam

particles populating the outer halo of the central beam core. This is accomplished

by means of collimators placed at strategic positions and are meant to scrape o�

unwanted particles. These structures have sloped wedge shaped pro�les and are

strong HOM producers due to their proximity to the beam.

Concerns about IP region generated HOM power spurred an initial design in-
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volving exposed lossy dielectric material to the beam chamber �elds in the Q2 vac-

uum chamber (see �gure 4.24). HOM power is captured, but additional wake �elds

arise from the direct exposure to beam �elds in the dielectric materials[39] through

Cerenkov radiation. In classical Cerenkov radiation electromagnetic �elds from a

moving charged particle polarize molecules of the medium. In the vicinity of a fast

charged particle the polarization is seen as a fast transient disruption in the local elec-

tromagnetic �eld. The induced polarization is given up as radiation as the medium

depolarizes. If the particle velocity v exceeds the phase velocity of light in the medium,

the radiation interferes constructively along a wavefront emanating at an angle θ to

the particle velocity given by

cos θ =
1

βn

where n is the medium index of refraction and β = v/c. The wavefront takes the

form of a cone expanding behind the charge with the vertex at the charge position.

Electromagnetic �elds for an ultra-relativistic point charge Q in uniform motion along

the z axis in a dielectric of refractive index n are given in reference [53] for cylindrical

coordinates (ρ, φ, z) in cgs units:

Hφ = − 2Qρ
(
n2 − 1

)[
z2 − ρ2

(
n2 − 1

)]3/2

Eρ = − 2Q
(
n2 − 1

)
n2
[
z2 − ρ2

(
n2 − 1

)]3/2

Ez =
2Qz

(
n2 − 1

)
n2
[
z2 − ρ2

(
n2 − 1

)]3/2
(2.24)

Here z measures the distance behind the particle.

In the present case a more realistic treatment concerns a point charge traveling in

vacuum on axis through a cylindrical metal beam chamber of radius b with an inner

dielectric layer of radius a�b and permittivity ε as illustrated in �gure 2.11. The

charge itself is not propagating in the dielectric, but part of the �eld of the charge
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Figure 2.11. Charge Q moving at speed vz c in a cylindrical vacuum chamber of

radius a surrounded by a dielectric cylinder of radius b > a. Electric �eld lines are

bent at the dielectric/vacuum interface.

at the surface of the dielectric moves with the velocity of the ultra-relativistic charge

which is faster than the speed of light in the dielectric. The longitudinal electric �eld

along the particle path is given in cylindrical coordinates for this case as derived by

Burov and Novokhatski[39]:

Ez (ρ = 0, z) = −4Q

a2


(

1 +
1

4ε

)
e−z/s0 − 1

4ε

[
1 + z2

2a2(ε−1)

]
 (2.25)

where

s0 =
a
√
ε− 1

2ε

(
1 +

1

4ε

)
This allows longitudinal wake potentials and loss factors to be determined. If the

dielectric �lls the beam chamber completely ie. a = 0, equation 2.25 reduces to

equation 2.24, the classical Cerenkov result for the longitudinal �eld on the z axis.

Figure 2.12 shows a NOVO[14] computer simulation of wake �elds due to a

Gaussian bunch in a dielectric canal for two cases of di�ering dielectric constants.

Electric force lines are plotted for a steady state condition in an in�nitely long canal.

Electric �elds are re�ected from the pipe/dielectric boundary and the bunch �elds

are bent at the characteristic Cherenkov angle at the vacuum dielectric interface.
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Figure 2.12. Electric force lines from a relativistic Gaussian beam in a dielectric

canal computed with a modi�ed NOVO[14] program for two di�erent canal dielectric

constants. From [39].

A Gaussian bunch of length σ in a thick canal (a � b) of length L satisfying the

condition

σ <
a
√
ε− 1

2ε

is found to have a loss factor of[12]

k =
cZ0L

4πa

1

σ
√
πε

where Z0 is the free space impedance. Applied to the Q2 bellows of e�ective dielectric

length of L=5 cm, average radius of a=22 cm, and relative permittivity ε = 30 this

predicts a loss factor of 0.069 V/pC for a 13 mm bunch length, and 0.112 V/pC for a

8 mm bunch length. Extrapolating to expected currents of 4.5 Amperes of positrons

and 2.2 Amperes of electrons at 8 mm bunch length amounts to about 12 kW of power

generated in the ceramic tiles[12].

2.5 Coupled Bunch Instability

Long range longitudinal wake �elds can change the energy of subsequent bunches.

Long range transverse wake �elds can impart a transverse kick. The e�ect on the
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whole beam is understood in terms of coupled oscillators where each bunch is treated

as an oscillator which can be driven to oscillate longitudinally or transversely. The

whole system exhibits motion comprising a superposition of the normal modes which

can be damped with bunch-by-bunch RF modulation techniques[15, 25, 54]. These

techniques embody fast feedback loops which measure transverse and longitudinal

motion of the beam and provide a damping kick on a bunch-by-bunch basis. Growth

rates of wake �eld induced coupled bunch modes increase with increasing currents,

while shorter bunch lengths drive higher frequency modes, inevitably reducing feed-

back stability margins.

The strongest source of coupled bunch longitudinal instability are the RF accel-

erating cavities. The RF voltage is modulated to damp the lower order longitudinal

coupled bunch modes[16]. HOM transverse kicks can be imparted by the RF cav-

ities for bunch trajectories o�set from the cavity symmetry axis. Transverse cou-

pled bunch instabilities can come from other wake �eld sources including collimators,

masks, beam chamber tapers and transitions and resistive wake e�ects. A shorter

bunch means more intense wake �elds given the higher charge density and shorter

excitation time.

2.6 Bunch Length and Bunch Spacing

The bunch length plays an important role in the HOM spectrum. A shorter bunch

will have a broader excitation spectrum which can couple with higher frequency reso-

nances. By raising the RF amplitude the potential well as seen by the bunch becomes

narrower con�ning the particles to a smaller longitudinal extent. This intensi�es the

bunch �elds. Furthermore the RF potential well is �sti�er� meaning that the longitu-

dinal oscillation frequency increases requiring more bandwidth for e�ective damping.

The beam spectra is dominated by the bunch spacing of 4.2 ns with bunch spacing

harmonics extending to higher frequencies at short bunch lengths. A typical beam
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Figure 2.13. Spectrum of a beam position monitoring electrode signal for a bunch

spacing of 4.2 ns and bunch length of 1.2 cm. Spectrum is dominated by spikes at

the bunch spacing harmonics extending up to 13 GHz. Courtesy A. Novokhatski.

spectrum is shown in �gure 2.13 which is a spectrum analyzer signal from a beam

position monitoring electrode for 1.2 cm long bunches at a 4.2 ns bunch spacing. The

bunch spacing harmonics extend up to 13 GHz.

2.7 Machine Performance Limitations

HOM e�ects scale with the square of current reducing the luminosity potential in

a number of ways. E�ects of HOMs are undesirable heating of beam line com-

ponents and beam instability. Excessive HOM heating results in catastrophic vac-

uum breaches. Temperatures are monitored diligently, and cooling systems employed

where feasible. Despite such precautions, HOM thermal stresses are su�cient to cause

vacuum breaches. This is of particular concern at the IP region where repair would

be di�cult.
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HOMs in�ltrate pump out chambers and liberate absorbed gases from getter ma-

terials by heating the getter elements. This causes local pressure bumps resulting in

increased detector backgrounds and beam instability as beam particles scatter from

gas molecules.

HOM transverse and longitudinal e�ects increase emittance and energy spread,

diluting the density of particles at the collision point, lowering the probability of

collisions. Beam particles in a bunch are a�ected by short range wake �elds gener-

ated by earlier particles in the same bunch. Beam particles are kicked transversely

and longitudinally, increasing the bunch emittance (phase space area). Long range

wake �elds cause coupled bunch instabilities which must be damped with bunch by

bunch feedback systems. In severe cases, this instability results in beam loss or in-

creased detector backgrounds. Additionally, luminosity decreases when transverse or

longitudinal beam oscillations take bunches out of collision.

2.8 Bellows

Lengths of beam chamber must be mechanically coupled together for structural in-

tegrity in the face of thermal expansion from synchrotron radiation and resistive wall

heating. This cannot be done completely seamlessly. A bellow structure is employed

at the transition of chambers, allowing mechanical movement while preserving vac-

uum. The bellows itself is a cavity with a resonant structure and must be shielded

from �elds in the vacuum chamber. This is nominally accomplished by sets of con-

ductive �ngers lining the beam pipe in such a way as to preserve the transverse di-

mension across the transition. Figure 2.14 shows the basic bellows construction. The

conductive �ngers are meant to slide over each other in response to vacuum chamber

expansion. The �ngers on one side are springs to ensure �nger contact between the

springs and an outer sleeve (not shown). There remain some small gaps between the

�ngers through which wake �elds can couple to bellows modes.

36



Figure 2.14. Simpli�ed illustration of a generic bellows. Gaps between the �ngers

are exaggerated for this illustration. The inboard �ngers are springs which maintain

electrical contact to the outboard �ngers. Typically the springs will press the outer

�ngers against an outer sleeve (not shown).

The bellows length varies with beam pipe thermal expansion which depends on

current. As current is increased during injection, the bellows resonance frequency

decreases as the bellows are compressed. Beam chamber HOMs near the bellows

frequency will then drive the bellows at resonance if a coupling mechanism is present.

Numerous arc bellows in PEP-II exhibit behavior which is illustrated in �gure 2.15
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Figure 2.15. HER bellows temperature in Fahrenheit as a function of HER current

in mA. The bellows exhibits a HOM driven resonance above 1.0 A of HER current.

for a particular bellows in the HER. A clear resonance above 1.0 A is exhibited.

At 1.5 A the contraction of the bellows has shifted the bellows resonance frequency

below the driving HOM frequency in the beam chamber, halting the precipitous climb

in temperature.
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2.9 IP Vertex Bellows

As currents were increased to improve luminosity, thermocouples in the IP area reg-

istered an alarming rise in temperature localized at a bellows assembly embedded in

the detector. Signals from a nearby beam position monitoring button indicated sev-

eral well de�ned resonances in the 5 GHz regime which correlated with thermocouple

temperature.

The source of the heating is determined to be higher order modes[24]. The bellows

had RF shielding �ngers which were thought to be impervious to beam induced �elds.

Evidently some power was coupling in through the slots between the �ngers and

producing resistive heating within the bellows. It was current dependent and became

a limiting performance issue for the PEP-II B-factory. The bellows is embedded

within the BaBar detector and would be di�cult to repair. During an extended

down time while the detector was dismantled additional water and air cooling was

added, enabling higher currents to be sustained. The installed cooling capacity will

be insu�cient for the anticipated high current running and a redesign of the bellows

has been done.

2.10 NEG Pumps

Vacuum pumps required to maintain high vacuum conditions in the beam chambers

necessarily interrupt the beam chamber geometry. Near the interaction region high

vacuum is critical to minimize backgrounds and preserve beam lifetime in the presence

of high power synchrotron radiation out-gassing of beam line components. Several

specialized non-evaporable getter (NEG) pumps are employed in this area. The NEG

pump comprises a special material which has high a�nity for gas molecules in a high

vacuum environment. After some time the material becomes saturated and ceases

to be e�ective as a pump. The material is regenerated during a maintenance period

by heating to release the captured gas which must be pumped out by other means.
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Figure 2.16. Detailed cut-away of a NEG pump in the interaction region. The NEG

material is in the form of stacked wafers. The NEG chamber is separated from the

beam chamber by a shielding perforated screen through which HOMs enter the NEG

chamber. Courtesy L. Bertolini et al[41].

Figure 2.16 details a NEG pump[41]. The NEG chamber is separated from the beam

chamber by a thin perforated copper screen.

The NEGs are instrumented with thermocouples. During high current running

HOMs were in�ltrating the NEG chamber and heating the NEG material. Temper-

atures approaching the regeneration regime caused the NEG material to give up a

small amount of captured gas resulting in increased interaction region vacuum and

accompanying detector backgrounds.

Subsequently the NEG screens have been redesigned to reduce coupling with

smaller perforations and thicker material. This will reduce pumping e�ciency but

also reduce HOM heating. A better solution would be to remove HOMs from the

beam chamber before they reach the NEGs.
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Figure 2.17. 1/4 symmetry beam position monitoring (BPM) structures with and

without button. Loss of the button reveals a cavity and protruding stem on which

the button was mounted.

2.11 BPMs

The beam orbit must be maintained at 100 um accuracies through the various mag-

netic elements to ensure low emittance beams. The beam centroid position is de-

termined by a series of small insulated metal buttons which are transversely arrayed

along the beam pipe in sets of four. The relative magnitude of the beam signals con-

vey the transverse location of the beam. These signals are electronically processed to

yield readback in microns of position relative to the center of the beam pipe. Figure

2.17 shows quarter symmetry BPM structures with and without a button.

At LER currents of 2.4 A and at shortened bunch lengths of 0.8 cm BPM buttons

have become hot enough to fall o� their mounts near the IP region. HOMs are

suspected. On several occasions buttons on the top of the chamber have fallen onto

buttons at the bottom of the chamber electrically short circuiting the bottom button

to the chamber. With high beam currents traversing the chamber the intense electric

�elds heat the shorted button and damage the insulating ceramic feed-through. This
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has caused several catastrophic vacuum breaches.

Ideally the solution to this problem is to use smaller buttons which are not sen-

sitive to the beam generated �eld spectrum for the shorter bunch length. Another

alternative is to run at longer bunch lengths or lower currents, but this would decrease

the luminosity potential.

2.12 HOM Measurements

Beam position monitoring electrodes (BPMs) can provide HOM information. They

are insulated electrodes embedded in the beam chamber which pick up beam �eld

signals for beam position monitoring. To observe HOMs near the BPM, beam signals

must be removed from the BPM signal. In the interaction region this is accomplished

by gating out the beam signals and looking during an empty gap in the bunch train.

This gap is used for the ramp-up of a machine protection fast abort kicker, which

kicks the beam to a dump if imminent damage to the accelerator or detector is

detected. The gated signal can then be Fourier transformed to see the HOM spectra.

In the case of the detector vertex bellows observations of temperature and beam

position (BPM) signal spectra, several modes in the GHz frequency range correlate

with heating. Figure 2.18 shows the gated BPM spectra where the two circled peaks

at 4.6 and 5.4 GHz were observed to correlate in amplitude with the nearby vertex

bellows thermocouple reading. The HOM signal is from both beams: 730 mA HER

with 840 mA LER.

HOM power varies as the square of the beam current through Ohm's law. This

contrasts to synchrotron heating which goes linearly with current. A relative measure

of HOM power comes from cooling water �ow and temperatures. Water cooling is

used in cooling a ceramic electromagnetic absorber of high loss tangent. Such an

absorber is installed in a hot NEG pump chamber for the purpose of removing HOMs

from the pump chamber. Given supply and return temperatures and water �ow a
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Figure 2.18. Interaction HOM spectra from a gated BPM signal. Circled peaks

show amplitude correlation with detector bellows thermocouple readings. Courtesy

A. Novokhatski.

measure of extracted power can be determined. This is shown in �gure 2.19 as a

function of LER current. The quadratic current dependence is an indication of HOM

power coupling into the NEG chamber.
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Figure 2.19. HOM I2 dependence of extracted HOM power from a LER NEG pump-

ing chamber. Courtesy A. Novokhatski.
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Chapter 3

Method of Calculation

3.1 Numerical Tools

To understand the sources and e�ects of HOMs several computational methods can

be employed. Essential calculations involve determination of cavity modes and fre-

quencies, time domain �eld solutions and scattering parameter analysis. The analysis

in this dissertation employs a commercial �nite integration technique �eld solver

MAFIA[13] and a proprietary wake �eld code NOVO[14], using an implicit �nite dif-

ference time domain scheme, written by A. Novokhatski. Analytic computations are

performed for the simple pillbox cavity as a check of the methods.
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3.1.1 The Finite Integration Technique

Maxwell's equations can be equivalently written in an integral formulation in linearly

isotropic polarizable media of permittivity ε, permeability µ:∮
�E · d�s = −

∫ ∫
A

∂ �B

∂t
· d �A (3.1)∮

�H · d�s =

∫ ∫
A

(
∂ �D

∂t
+ �J + ρ�v

)
· d �A (3.2)∫ ∫

V

�B · d �A = 0 (3.3)∫ ∫
V

�D · d �A =

∫ ∫
V
ρd �A (3.4)∫ ∫

V

(
∂ �D

∂t
+ �J + ρ�v

)
· d �A = 0 (3.5)

�B = µ �H (3.6)

�D = ε �E (3.7)

�J = σ �E (3.8)

where �E is the electric �eld, �B is the magnetic �ux density, �s is the boundary of an

arbitrary area A with surface normal �A, �H is the magnetic �eld strength, �D is the

electric displacement, ρ is the charge density, V is an arbitrary closed volume with

surface normal �A, �J is the current density, µ is the permeability, ε is the permittivity,

σ is the conductivity.

In the �nite integration technique (FIT)[22, 34], a computational volume is subdi-

vided into elemental volumes or cells, each assigned an appropriate material parameter

which best describes the permittivity, permeability, and conductivity characteristics

of the problem. The cells are small enough to where the electromagnetic �eld is as-

sumed to not vary within the cell volume. Maxwell's integral equations are applied

to each of these cells. This technique is employed in the �eld solver MAFIA[13].

For illustrative purposes, cells faces (facets) are orthogonal and a Cartesian grid is

assumed, although the FIT method has been extended to other coordinate systems,

46



Figure 3.1. Representation of a cylindrical cavity for numerical electromagnetic calcu-

lations using the �nite integration theory. The left picture depicts a 3D representation

of the metal (dark material) and cavity volume. The right picture is a 2D projection

indicating the ideal curved inner surface and the cellular approximation. The empty

cavity is also composed of cells given characteristics of vacuum.

irregular and non-orthogonal grids[35]. With these considerations, a series of planes

along each of the Cartesian axis are assumed to form the orthogonally faceted cells.

The collective of cells comprises a primary grid. Each cell is indexed by a grid

point �P (i, j, k) located at the intersection of the ith, j th and kth planes, where i/j/k

enumerates the grid planes in the x/y/z directions, and i (j, k) ∈ {1, ..., Nx
(
Ny, Nz

)}
.

The integers Nx, Ny, Nz are respectively the number of grid planes along the x, y, z

directions which amounts to Np = Nx × Ny × Nz grid points forming (Nx − 1) ×(
Ny − 1

)× (Nz − 1) cells.

Figure 3.1 shows an approximation of a cylindrical cavity modelled in this way.

The dark material has characteristics of metal, while the interior which is also com-

posed of cells will be given vacuum characteristics. The 2D projection shows the ideal

curved surface and the crude stair step approximation of curved surfaces inherent in

this method.
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Figure 3.2. One cell of a grid used in the Finite Integration Technique. The sides and

faces are assigned with electric and magnetic �eld components.

Maxwell's integral equations are applied at cell faces and the surrounding edges

in each cell. The cell in �gure 3.2 has edges associated with �elds which form a

circulation around a cube face or facet. A �ux is associated with each facet directed

normally to the facet. In this case a circulation of electric �eld components around

one face has a magnetic �ux directed through the face. In the Finite Integration

Technique formulation a second interlaced dual grid (or magnetic grid) is introduced

which is identical but displaced by half a cell in each direction, so that magnetic �eld

components normal to facets of the primary electric grid become the edges of cells in

the dual grid. The magnetic grid points are designated �̃P (i, j, k) as depicted in �gure

3.3.

Maxwell's equations 3.1 and 3.3 are applied in the primary grid. With refer-

ence to �gure 3.3 the cells associated with primary grid points �P have electric �eld

components along the edges and magnetic �ux through the faces. The cell edge volt-
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ages are de�ned êu = ∆uEu while magnetic �ux through a cell face is de�ned as

ˆ̂
bu = Bu∆v∆w where {u, v, w} is a permutation of Cartesian coordinates. The single

hatˆ indicates line integral quantity along cell edges, such as a voltage, whereas the

double hatted quantitiesˆ̂correspond to electric, magnetic or current �ux through cell

surfaces. Component wise, Maxwell's equation 3.1 can be written in a discrete form

for a given cell as:

êz (i, j − 1, k − 1) + êy (i, j − 1, k) − êz (i, j, k − 1) − êy (i, j − 1, k − 1) (3.9)

= − ˙̂
b̂x (i, j, k)

êz (i− 1, j, k − 1) + êx (i− 1, j, k) − êz (i, j, k − 1) − êx (i− 1, j, k − 1)

= − ˙̂
b̂y (i, j, k)

êy (i− 1, j − 1, k) + êx (i− 1, j, k) − êy (i, j − 1, k) − êx (i− 1, j − 1, k)

= − ˙̂
b̂z (i, j, k)

where the dotted quantities indicate a time derivative. The discrete form of Maxwell's

equation 3.3 for the magnetic �ux out of a closed cell becomes:

ˆ̂
bx (i, j, k) +

ˆ̂
by (i, j, k) +

ˆ̂
bz (i, j, k) − ˆ̂

bx (i− 1, j, k) − ˆ̂
by (i, j − 1, k) − ˆ̂

bz (i, j, k − 1)

= 0
(3.10)

Maxwell's equations 3.2 and 3.4 are applied in the dual grid. De�ne analogous edge

and �ux quantities on the dual grid : ĥu = ∆̃uHu and
ˆ̂
du = Du∆̃v∆̃w where ˜

represents quantities in the dual grid. Additionally, current density components Ju

are assigned on the primary grid cell faces parallel to Du to account for conduction

and current sources. This motivates a current �ux de�ned on dual grid cell faces: ˆ̂ju =

Ju∆̃v∆̃w. With reference to �gure 3.4, Maxwell's equation 3.2 has the component
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wise discrete form:

ĥz (i+ 1, j, k) + ĥy (i + 1, j, k + 1) − ĥz (i + 1, j + 1, k) − ĥy (i + 1, j, k)

=
˙̂
d̂x (i, j, k) + ˆ̂jx (i, j, k) (3.11)

ĥz (i, j, k) + ĥx (i, j, k + 1) − ĥz (i+ 1, j, k) − ĥx (i, j, k)

=
˙̂
d̂y (i, j, k) + ˆ̂jy (i, j, k)

ĥy (i, j, k + 1) + ĥx (i, j + 1, k + 1) − ĥy (i+ 1, j, k + 1) − ĥx (i, j, k + 1)

=
˙̂
d̂z (i, j, k) + ˆ̂jz (i, j, k)

Maxwell's equation 3.4 involves charges which are allocated at the center of the pri-

mary grid cells as q (i, j, k). Gauss's law looks like∮
V

�D · d �A → ˆ̂
dx (i, j, k) +

ˆ̂
dy (i, j, k) +

ˆ̂
dz (i, j, k) (3.12)

− ˆ̂
dx (i− 1, j, k) − ˆ̂

dy (i, j − 1, k) − ˆ̂
dz (i, j, k − 1)

= q (i, j, k)

Material parameters conductivity σ permittivity ε and permeability µ are assigned

to the primary grid. Constitutive relations 3.7, 3.6 and 3.8 determine dual grid

quantities �D, �H, �J in terms of primary grid quantities �E, �B by means of material

parameters ε, µ, σ. The �ux quantities in the dual grid span several primary grid

cells in which the material parameters may di�er. This requires a local averaging for

the constitutive relations. With reference to �gure 3.5 conduction current component

Jσu has �ux through a dual grid face. Relating Jσu to Eu through the average

of surrounding conductivities leads to a relationship between primary grid quantity
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êu = ∆uEu and a conduction current dual grid quantity ˆ̂jσu = Jσu∆̃v∆̃w:

ˆ̂jσx (i, j, k) =
êx (i, j, k)

4∆x (i, j, k)
(3.13)

× [σ (i, j, k) + σ (i, j, k − 1) + σ (i, j − 1, k − 1) + σ (i, j − 1, k)]

× ∆̃z (i + 1, j, k) ∆̃y (i+ 1, j, k)

ˆ̂jσy (i, j, k) =
êy (i, j, k)

4∆y (i, j, k)
(3.14)

× [σ (i− 1, j, k) + σ (i, j, k) + σ (i− 1, j, k − 1) + σ (i, j, k − 1)]

× ∆̃x (i, j + 1, k) ∆̃z (i, j + 1, k)

ˆ̂jσz (i, j, k) =
êz (i, j, k)

4∆z (i, j, k)
(3.15)

× [σ (i− 1, j, k) + σ (i− 1, j − 1, k) + σ (i, j − 1, k) + σ (i, j, k)]

× ∆̃x (i, j, k + 1) ∆̃y (i, j, k + 1)

Similar expressions hold between
ˆ̂
d and ê for each component:

ˆ̂
dx (i, j, k) =

êx (i, j, k)

4∆x (i, j, k)
(3.16)

× [ε (i, j, k) + ε (i, j, k − 1) + ε (i, j − 1, k − 1) + ε (i, j − 1, k)]

× ∆̃z (i+ 1, j, k) ∆̃y (i+ 1, j, k)

ˆ̂
dy (i, j, k) =

êy (i, j, k)

4∆y (i, j, k)
(3.17)

× [ε (i− 1, j, k) + ε (i, j, k) + ε (i− 1, j, k − 1) + ε (i, j, k − 1)]

× ∆̃x (i, j + 1, k) ∆̃z (i, j + 1, k)

ˆ̂
dz (i, j, k) =

êz (i, j, k)

4∆z (i, j, k)
(3.18)

× [ε (i− 1, j, k) + ε (i− 1, j − 1, k) + ε (i, j − 1, k) + ε (i, j, k)]

× ∆̃x (i, j, k + 1) ∆̃y (i, j, k + 1)

The constituent relation �B = µ �H involves a path integral along a dual grid cell

edge spanning two primary grid cells which may have di�ering permeabilities. The

permeabilities are averaged to relate ĥu = ∆uHu and
ˆ̂
bu = Bu∆v∆w. Referring to
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�gure 3.5:

ˆ̂
bx (i, j, k) =

ĥx (i, j, k)

2∆x (i, j, k)
[µ (i− 1, j − 1, k − 1) + µ (i, j − 1, k − 1)] (3.19)

× ∆y (i, j − 1, k − 1) ∆z (i, j − 1, k − 1)

ˆ̂
by (i, j, k) =

ĥy (i, j, k)

2∆y (i, j, k)
[µ (i− 1, j − 1, k − 1) + µ (i− 1, j, k − 1)] (3.20)

× ∆x (i− 1, j, k − 1) ∆z (i− 1, j, k − 1)

ˆ̂
bz (i, j, k) =

ĥz (i, j, k)

2∆z (i, j, k)
[µ (i− 1, j − 1, k − 1) + µ (i− 1, j − 1, k)] (3.21)

× ∆x (i− 1, j − 1, k) ∆y (i− 1, j − 1, k)

The charge conservation equation 3.5 is automatically satis�ed insofar as

Maxwell's equations are solved and can serve as a check on the algorithm.

The discrete Maxwell's equations are reformulated as matrix equations. The un-

known �elds are placed in column vectors ê and
ˆ̂
b. Conduction current and source

current densities are combined in
ˆ̂
j. Charge components are collected in q:

ê =
[
êx (1, 1, 1) , . . . , êx

(
Nx, Ny, Nz

)
, . . . , êz (1, 1, 1) , . . . , êz

(
Nx, Ny, Nz

)]T
ˆ̂
b =

[
ˆ̂
bx (1, 1, 1) , . . . ,

ˆ̂
bx
(
Nx, Ny, Nz

)
, . . . ,

ˆ̂
bz (1, 1, 1) , . . . ,

ˆ̂
bz
(
Nx, Ny, Nz

)]T
ˆ̂
j =

[
ˆ̂jx (1, 1, 1) , . . . , ˆ̂jx

(
Nx, Ny, Nz

)
, . . . , ˆ̂jz (1, 1, 1) , . . . , ˆ̂jz

(
Nx, Ny, Nz

)]T
q =

[
q (1, 1, 1) , . . . , q

(
Nx, Ny, Nz

)]T
Here T denotes the transpose. Equations 3.9, 3.11, 3.12 and 3.10 can be represented

in matrix equations known as Maxwell's grid equations:

Cê = − ˙̂
b̂ (3.22)

C̃ĥ =
˙̂
d̂ +

ˆ̂
j (3.23)

S
ˆ̂
b = 0 (3.24)

S̃
ˆ̂
d = q (3.25)

Since the matrix grid spacings ∆u are bound up in the de�nition of ê, ĥ,
ˆ̂
d,

ˆ̂
b and

ˆ̂
j, the elements of matrices C, C̃, S and S̃ are from {0,−1, 1}.
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Figure 3.3. Interlaced electric and magnetic grid construction for the Finite Inte-

gration Technique showing the assignment of quantities associated with Maxwell's

equations 3.1 and 3.3.

The material parameter discrete relations 3.13-3.15, 3.16-3.18, and 3.19-3.21, rep-

resenting �Jσ = σ �E, �D = ε �E, and �B = µ �H also have matrix representations:

ˆ̂
jσ = Mσê (3.26)

ˆ̂
d = Mεê (3.27)

ˆ̂
b = Mµĥ (3.28)

The elements of material matrices Mσ, Mε, Mµ contain cell averaged material pa-

rameters along with cell edges and face areas over which the averaging is evaluated.
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Figure 3.4. Interlaced electric and magnetic grid construction for the Finite Inte-

gration Technique showing the assignment of quantities associated with Maxwell's

equations 3.2 and 3.4.

For the case of Cartesian grids, material matrices Mσ, Mε, Mµare diagonal[19].

Matrix equations 3.22-3.25 and 3.26-3.28 represent the �nite integration analog

to Maxwell's equations and are applicable to any problem addressed by Maxwell's

equations. In general, with appropriate boundary conditions, a solution to Maxwell's

equations can be found with standard matrix manipulation techniques. The matrices

in equations 3.22-3.25 and 3.26-3.28 satisfy the analogous identify relations compara-

ble to electromagnetic �eld identities involving curl and divergence operations. Vector
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Figure 3.5. Coupling primary and dual grid quantities through the constitutive rela-

tions.

identity operation �∇ · �∇× → 0 has analogous matrix identities

SC → 0

S̃C̃ → 0

This ensures conservation of energy and charge to roundo� error.

With the basic FIT method as outlined herein, some numerical solutions of

Maxwell's equations in frequency and time domain are described in the following

which pertain to problems in this dissertation and are implemented in the MAFIA[13]

�eld solver. More complete expositions on other applications of FIT are widely avail-

able in the literature[13, 19, 34].
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Time domain solutions utilizes the �nite di�erences time domain method[26, 58].

The time domain is discretized into equal time steps ∆t. Fields at a particular

time m∆t are denoted ê(m) and
ˆ̂
b(m). A central di�erence derivative approximation

determines a time rate of change of electric and magnetic �elds in terms of a future

and past time:

d

dt
ê(m+1) =

ê(m+3/2) − ê(m+1/2)

∆t

d

dt
ˆ̂
b(m+1/2) =

ˆ̂
b(m+1) − ˆ̂

b(m)

∆t

With help from Maxwell's grid equations and constituent relations 3.22, 3.23, 3.27

and 3.28, recursive equations are formed which are suitable for computer solution:

ê(m+3/2) = ê(m+1/2) − ∆tM
−1
ε

(
C̃M−1

µ
ˆ̂
b(m+1) − ˆ̂

j(m+1)
)

(3.29)

ˆ̂
b(m+1) =

ˆ̂
b(m) − ∆tCê(m+1/2) (3.30)

This algorithm, known as the leap frog or Yee �nite di�erence time domain

algorithm[58], is computationally e�cient, since only �elds at a previous time step

are required in evaluating the �elds at the next time step. It is susceptible to numer-

ical errors stemming from the rate at which time dependent quantities are advanced

through the grid. Above a critical time step interval numerical errors can grow un-

bounded, giving physically unreasonable results. This maximum stable time interval

depends on the grid density and is given by the Courant-Friedrichs-Lewy criterion[62].

The algorithm is subject to a wave solution of free space frequency ω and wave vector

�k =
(
kx, ky, kz

)
ê = ê0e

i
(
!k·!r−ωt

)

In this context a grid characteristic dispersion relation is extracted from recursion

equations 3.29 and 3.30:sin
(
kx

∆x
2

)
∆x
2

2

+

sin
(
ky

∆y
2

)
∆y
2

2

+

sin
(
kz

∆x
2

)
∆z
2

2

=

sin
(
ω∆x

2

)
∆t
2

2
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A stability criterion can be established by the requirement that the frequency ω be

real. This constrains the relationship of the time and space intervals through[26]

∆t ≤
√
µε√

1
∆2

x
+ 1

∆2
y

+ 1
∆2

z

(3.31)

The case of an ultra-relativistic beam is implemented as a driving current with

source charges propagating through the grid with the speed of light, usually along the

z -axis. The moving charges must additionally satisfy the continuity equation which

has a discrete form

S̃
ˆ̂
j + q̇ = 0 (3.32)

Stability requirement equation 3.31 constrains the maximum time step to be less than

the speed of light transit time of a charge through a cell length. By setting a time

step as an integer fraction of the cell transit time, the continuity equation 3.32 is also

satis�ed.

The frequency domain formulation starts with ê (t) = Re
(
êeiωt

)
. Where no

lossy materials and no external driving currents are concerned, the discrete form of

Maxwell's equations 3.1 and 3.2 become

Cê = −iω ˆ̂
b

C̃Mµ
ˆ̂
b = iωMεê

which can combined into one eigenvector equation

C̃MµCê = ω2Mεê (3.33)

This equation is applicable for �nding frequencies and normal mode solutions of closed

cavities.

3.1.2 NOVO[14] Wake Field Calculations

The primary sources of error in �nite di�erence time domain (FDTD) solvers for wake

�eld problems are numerical instability and numerical dispersion. Errors are bounded
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if the distance a free space wave travels in one time step is is less than or equal to the

mesh cell size. In essence, the time step must be less than it takes for a signi�cant

physical e�ect to occur. This criterion is known as the Courant-Friedrichs-Lewy

condition[62]. Numerical dispersion causes free space waves of di�erent frequencies

to propagate at speeds less than c, placing further constraints on time and mesh cell

sizes. This error is speci�c to the algorithm. Numerical dispersion can be considerable

for high frequency components making simulations involving short bunches prone to

error. This results in inaccuracies over large time domains and/or for short bunch

lengths. Explicit FDTD algorithms for which the n+1 time step solution is given

in terms of previous time steps are subject to both stability and dispersion errors.

Implicit methods (in which the n+1 term appears on both sides of the equation) are

not subject to the CFL criterion, allowing larger time steps without compromising

accuracy, but usually at increased computational expense.

An e�cient implicit method is developed in the NOVO program to accurately

calculate wake �elds for short bunch lengths over long time scales. The program is

based on Maxwell's equations under azimuthal symmetry in cgs units

∂ (ε0Ez)

∂t
=

1

r

∂
(
rHφ

)
∂r

− jz (3.34)

1

r

∂ (rε0Er)

∂r
+
∂ (ε0Ez)

∂z
= ρ (3.35)

∂
(
µ0Hφ

)
∂t

= −∂Er

∂z
+
∂Ez

∂r
(3.36)

∂ (ε0Er)

∂t
= −∂Hφ

∂z
(3.37)

with a boundary condition at the in�nitely conductive beam chamber wall with

surface normal �n:

�n× �E = 0 (3.38)

For a beam with velocity in the z -direction �v = vz ẑ, the charge density and z -
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component of current density is

ρ (r, z, t) = ρ (r, vzt− z)

jz (r, z, t) = vz · ρ (r, z, t)

The goal is to express Maxwell's equations in terms of the electric �eld �ux through

the z plane

Φ (r, z, t) = 2π

∫ r

0
ε0Ez

(
r′, z, t

)
r′dr′

The bunch is considered as a line charge density

λ = 2π

∫ r

0
ρ
(
r′, vzt− z

)
r′dr′

The electric and magnetic �eld components are expressed in terms of the z electric

�eld �ux

Ez =
1

2πε0r

∂

∂r
Φ (3.39)

Er =
1

2πε0r

(
λ− ∂

∂z
Φ

)
(3.40)

Hφ =
c

2πr

(
λ
vz
c

+
1

c

∂

∂t
Φ

)
(3.41)

with a boundary condition

�n ·
(
�∇Φ − �v

c
λ

)
= 0 (3.42)

Inserting these �eld components in Maxwell's equation 3.36 yields a partial di�erential

equation in Φ

1

c

∂2Φ

∂t2
− ∂2Φ

∂z2
− r

∂

∂r

(
1

r

∂Φ

∂r

)
=

(
v2
z

c2
− 1

)
∂λ

∂z
(3.43)

The right hand side is zero in the ultra relativistic case vz/c → 1. To discretize

equation 3.43 let n enumerate the time step while k indexes a space interval along
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the z axis. Using a discrete forward di�erence for derivatives in t and z gives the

explicit form:

Φn+1
k − 2Φn

k + Φn−1
k =

(
c∆t

∆z

)2 (
Φn

k+1 − 2Φn
k + Φn

k−1
)

+ (3.44)(
c∆t

∆r

)2
r

[
∂

∂r

](
1

r

[
∂

∂r

]
Φn

k

)
where the last term with r derivatives is not expanded,

[
∂
∂r

]
representing the r

�nite di�erence operator. The solution at time n + 1 is found explicitly in terms of

solutions at n and n−1. A dispersion free solution for equation 3.44 exists for a time

step of ∆z = c∆t[14] but violates the Courant stability criterion. This is also true of

explicit schemes used in wake �eld codes in MAFIA and ABCI[29].

An implicit form of equation 3.44 is constructed by replacing Φn
k with its time

average 1
2

(
Φn+1

k + Φn−1
k

)
on the right hand side:

Φn+1
k − 2Φn

k + Φn−1
k =

(
c∆t

∆z

)2 (
Φn

k+1 − 2Φn
k + Φn

k−1
)

+ (3.45)

1

2

(
c∆t

∆r

)2
r

[
∂

∂r

] [
1

r

[
∂

∂r

](
Φn+1

k + Φn−1
k

)]
Under the space time interval constraint c∆t = ∆z numerical dispersion vanishes for

equation 3.45. The implicit algorithm is unconditionally stable. Introducing m as a

discrete radial index and isolating all terms of time step n + 1 equation 3.45 has the

form

amΦn+1
k,m+1 + bmΦn+1

k,m + cmΦn+1
k,m−1 = dm (3.46)

where coe�cients am, bm, cm are functions of r,∆r,∆z,∆t and dm is additionally

a function of radial and z di�erences at the two previous time steps. The solution

involves computing recursive coe�cients

αm = − am

bm + cmαm−1

γm = −γm−1cm + dm

bm + cmαm−1
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from which the �ux can be determined through

Φn+1
k,m = αmΦn+1

k,m + γm

along with boundary conditions 3.42. Although the implicit solution requires extra

computing steps to solve equation 3.46, the time steps can be made twice as long.

Computation time is about the same as for explicit schemes and solutions are accurate

for shorter bunch lengths[14].

3.2 Mode Analysis

This deals primarily with cavity-like structures, such as bellows, which can harbor

parasitic resonances. Standing wave modes are calculated, which can be related to

propagating modes in a waveguide of the same cross section. These modes resonate

at speci�c frequencies. If these frequencies fall within the realm of the beam spectra,

a coupling mechanism can drive these modes. A shorter bunch will span a larger

frequency range, potentially driving more modes. Given the resonant electric and

magnetic �elds, quality factors (Q factors) can be calculated. Geometry and material

parameters can be altered with the aim or reducing Q factors of bellows modes. The

bellows are approximated as a coaxial cavity for these computations.

Wake �elds from the RF cavities are the largest source of wake �elds in a storage

ring. The fundamental mode interaction is necessary for acceleration. Higher order

modes are coupled out by design, but this coupling is not completely e�ective, and

beam oscillations in both transverse and longitudinal planes must be controlled with

dedicated fast feedbacks which are designed to measure bunch oscillations and provide

a turn by turn damping kick[25, 15]. The fundamental mode is driven by an RF

generator (klystron and power supply) whose phase and amplitude is modulated by

a complex feedback system[16] in order match the beam impedance to the cavities.

Wake potentials due to a beam traversing a cavity can be evaluated from the

normal modes of the cavity[33]. Given a cavity mode µ and frequency ωµ, an asso-
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ciated loss factor kµ for a point charge q traversing the cavity can be calculated in

terms of the potential energy seen by the charge due to the mode electric �eld along

the trajectory. The total wake potential Wq due to a point charge q evaluated at a

distance s behind the point charge is given in terms of a sum over modes where mode

loss factors become coe�cients of the individual terms.

Wq = −q
∑
µ

kµ cos
(
ωµs/c

)
(3.47)

The mode loss factors are given by

kµ =
Vµ · V ∗

µ

4Uµ
(3.48)

where Vµ is the potential energy acquired/lost by the charge as is traverses a

cavity with mode µ excited and Uµ is the stored energy of the mode. The asterisk

∗ denotes complex conjugation. The longitudinal cavity electric �eld Ez along the

charge trajectory, frequency ωµ and the mode stored energy Uµ must be evaluated

for many modes to accurately determine the wake potential. This is particularly

signi�cant for short bunches.

The simple pillbox cavity provides a test of numerical methods used in the cal-

culation of quality factors, forming the basis for the analysis of cavities coupled to

a HOM source, such as bellows and pump chambers in an accelerator. Additionally,

given the analytic solutions for the pillbox cavity modes, the pillbox model provides

an understanding of how wake �elds produced by a beam in a cavity structure can

be analytically evaluated.

3.2.1 Pillbox Cavity Analysis

The cylindrical pillbox cavity eigenmodes and eigenfrequencies have been solved

analytically[31] for in�nitely conductive walls. In the geometry shown in �gure 3.6,

g is the cavity length, R is the cavity radius in the cylindrical coordinate system

(r, φ, z).
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Figure 3.6. Cylindrical pillbox cavity geometry. Cavity length is g, radius R in

cylindrical coordinates (r, φ, z).

Only modes with longitudinal electric �eld (TM) will a�ect beam energy. In the

evaluation of the mode loss factor kµ the �eld amplitudes can be normalized since

they cancel out in equation 3.48. A point charge on the cylindrical axis is considered

in which case only �elds with azimuthal symmetry will be excited. These TM modes

can be expressed in terms of Bessel functions J0, J1 by the following[36]:

E
np
z =

jn
R
J0

(
jn
r

R

)
cos

(
πpz

g

)
exp

(
iωnpt

)
(3.49)

E
np
r = −πp

g
J1

(
jn
r

R

)
sin

(
πpz

g

)
exp

(
iωnpt

)
(3.50)

H
np
φ = iωnpε0J1

(
jn
r

R

)
cos

(
πpz

g

)
exp

(
iωnpt

)
. (3.51)

The modes are indexed µ → n, p corresponding to the number of nodes in radial

and longitudinal directions respectively. The eigenfrequencies are given by

ωnp = c

√(
jn
R

)2
+

(
πp

g

)2

where jn are zeroes of Bessel function J0 and c is the speed of light.

The voltage change seen by a charge q traveling at the speed of light on axis
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through the pillbox excited in the n, p mode can be evaluated[36]:

Vnp =

∫ g

0
E

np
z (r = 0, z, t = z/c) dz. (3.52)

=
iωnpR

Jnc

[
1 − (−1)p exp

(
i
ωnpg

c

)]
(3.53)

Vnp · V ∗
np = 2

(
ωnpR

jnc

)2 [
1 − (−1)p cos

(ωnpg

c

)]
(3.54)

The stored energy in the electromagnetic �elds of the eigenmode is obtained by

integrating the energy density over the cavity volume:

Unp =
µ0
2

∫ R

0

∫ 2π

0

∫ g

0
H

np
φ ·H∗np

φ dzdφdr (3.55)

=
πε0ω

2
np

4c2
gR2J2

1 (jn) (3.56)

The results of equations 3.54, 3.56 in 3.48 yields a mode loss factor

knp =
1

πε0g

1 − (−1)p cos
(
ωnpg/c

)
j2nJ

2
1 (jn)

(3.57)

When inserted into equation 3.47 the point charge wake potential for a cylindrical

pillbox cavity is found to be:

Wq (z0) =
−2q

πε0g

+∞∑
n=1

+∞∑
p=−∞

1 − (−1)p cos
(
ωnpg/c

)
j2nJ

2
1 (jn)

cos
(
ωn.pz0/c

)
(3.58)

where z0 is the distance behind the point charge at which a test charge samples the

wake �elds.

The numerical computation of cavity modes and frequencies involves iterative ma-

trix method solutions of FIT[34] frequency domain equations 3.33. For most cavity

mode �elds and frequency determinations, MAFIA utilizes the semi-analytic eigen-

vector processor (SAP)[30]. Convergence to an accurate solution is a function of the

number of iterations and the number of modes used in the iteration process. In prac-

tice, a compromise is made between computational resources and accuracy. For a
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Figure 3.7. MAFIA fractional frequency error |fM − fA| /fA relative to analytic

results versus mesh cell size for several modes where fM is the frequency determined

from MAFIA and fA is the analytical value. Six iterations searching for 15 modes

with a uniform cubic mesh. Pillbox example of radius r =0.06858 m and length

g =0.0889 m

pillbox example of radius r =0.06858 m and length g =0.0889 m, MAFIA generated

frequencies fM remain constant with both number of iterations and number of modes

searched for.

Fractional frequency errors |fM − fA| /fA with reference to the analytical values

fA as a function of mesh size for several modes is shown in �gure 3.7. Computations

are performed for 6 iterations searching for 15 modes using a uniform mesh of cubic

cells. All modes appear to converge to the analytic values with decreasing mesh cell

size.

While a small mesh size improves accuracy, computational time and memory

requirements increase dramatically with decreasing mesh size. The CPU time as a

function of mesh size is shown as a log-log plot in �gure 3.8. At the smallest mesh
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Figure 3.8. Log-log plot of MAFIA CPU time in seconds for pillbox modes compu-

tation versus mesh cell size in meters. Six iterations searching for 15 modes. Pillbox

example of radius r =0.06858 m and length g =0.0889 m.

cell size of .001 meter a total of 1,694,916 mesh poinst are involved. Six iterations

and 15 modes required 1080 seconds of CPU time on a Sun Fire X2200M2 with dual

dual-core 2.6 GHz Opteron 2218 CPUs and 8 GB memory.
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3.2.2 Q factor

When electromagnetic power is introduced into a cavity (such as by coupling through

slotted apertures in the bellows) a parasitic resonance can be driven in the cavity.

Resistive wall heating then results. Reduction of resistive heating from parasitic

resonances can be accomplished by damping the cavity resonant modes. This can

be done by dissipating the cavity electromagnetic energy in a lossy medium. The

damping e�ectiveness is measured by the reduction of the mode quality factor Q.

Given the modes, a Q factor (quality factor) calculation is performed which indi-

cates the strength of the mode and its response to being driven. This is a quantity

proportional to the electromagnetic energy U�eld stored in the cavity �elds divided

by the power P dissipated over a single period T of oscillation mode frequency. For

a simple cavity power is dissipated in the cavity walls: P = Pcav,

Q =
2πU�eld∫ T

0 Pdt
. (3.59)

The introduction of lossy materials with high permittivity or permeability will

reduce the Q factor further by channeling more electromagnetic power into the lossy

material. As a practical matter a high permittivity lossy dielectric is used in these

studies since ceramic dielectrics with such properties are commercially available and

mechanically suitable for fabrication in accelerator structures. The material chosen

is a dielectric ceramic alloy of Aluminum, Nitrogen, Silicon and Carbon (AlN-SiC) of

relative permittivity 22-30 and loss tangent 0.11-0.3 in the 1-8 GHz regime, manufac-

tured by Ceradyne Corporation[59]. A table of physical properties can be found in

appendix A.1. Since electromagnetic energy is to be dissipated as heat, consideration

must be given to thermal conductivity and expansion and behavior under high ther-

mal stress. Magnetic lossy materials can also serve to damp resonant modes when

placed in areas of high magnetic �eld.

The high material permittivity increases the electric �eld �ux density in the ma-
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terial. The loss parameter (loss tangent) dissipates additional power which becomes

P = P ′
cav + Plossy where P ′

cav is the cavity wall power loss in the presence of the

lossy material and Plossy is the power dissipated in the lossy material. P ′
cav �= Pcav

in general because a high permittivity material changes the �eld distribution.

Bellows cavity mode electric and magnetic �eld distributions and frequencies are

computed with MAFIA[13]. The �eld distribution and frequencies are determined for

in�nitely conducting cavity walls of the bellows and the geometry and permittivity

of the introduced lossy material. No losses are assumed in evaluation of �elds and

frequencies. The large �nite conductivity σ of stainless steel walls is assumed to

negligibly a�ect the �eld distribution.

Given these mode �elds and frequencies a perturbation power loss computation

is performed in MAFIA to evaluate the power loss due to both the metal walls P ′
cav

and lossy material Plossy after specifying a conductivity σ for the metal walls and

a loss tangent de�ned by tan δ = ε′′/ε′, where ε′′ and ε′ are the imaginary and real

parts of the complex permittivity for the lossy dielectric material. The losses from

the metal cavity walls P ′
cav are estimated from the wall resistance and magnetic �eld

energy density at the wall surface (surface currents). The dielectric losses Plossy are

evaluated from the e�ective conductivity σe� = ωε′ tan δ associated with the lossy

material and electric �eld energy density in the lossy material volume.

Analytic evaluation of frequencies and Q factors are compared with the MAFIA

results for the case of an empty pillbox cavity. The empty pillbox cavity Q factors can

be expressed in terms of the cavity length, radius, and skin depth[57]. In the de�ning

equation 3.59 for the Q factor the stored energy U�eld for a pillbox cavity is given in

equation 3.56. The dissipated power P in the cavity walls can be determined from

the solution for pillbox cavity �elds and the skin depth δ (not to be confused with the

loss tangent above). The skin depth depends upon the metal resistivity ρ through

δ =
√
ρ/ωµ0. Joule heating gives a di�erential power dissipation of dP = I2dR
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Figure 3.9. Current I �owing in a small pillbox cavity conductive wall element of

area dx·dl with a skin depth δ as a result of tangential magnetic �eld �H.

where I is the current �owing through a conductor of resistance dR. For a small wall

element depicted in �gure 3.9 of length dl and width dx, the current is found through

Ampere's circuital law using the pillbox cavity magnetic �eld solution at the wall

I = Hdl (3.60)

In the high conductivity approximation �H remains mostly tangential to the surface.

The di�erential resistance is related to the resistivity

dR =
ρ

δ

dx

dl
(3.61)

so that the power dissipated in the cavity walls is

P =
ρ

δ

∫
A
H2dA (3.62)

For radius 0.06858 m and length 0.0889 m, frequencies and Q factor calculations

are tabulated in tables 3.1 and 3.2 for various mode types TM: transverse magnetic,

TE: transverse electric, with mode indices indicating �eld variation along each cylin-

drical coordinate dimension (r, φ, z). The MAFIA and analytic frequencies agree, but

the MAFIA Q-factors are consistently lower by about 10-15%. This is consistent with

69



mode MAFIA fM [Hz] Analytic fA[Hz] |fA − fM | /fA
TM010 1.67524E+09 1.67311E+09 1.3E-03
TM011 2.37644E+09 2.37549E+09 4.0E-04
TM111 3.15724E+09 3.15442E+09 8.9E-04
TE111 2.11429E+09 2.11768E+09 1.6E-03

Table 3.1. MAFIA and analytic evaluation of frequency for several modes of a copper

pillbox cavity of radius 0.06858 m and length 0.0889 m. Mesh size .001 m with 6

iterations and 15 modes. Third column contains the fractional di�erence.

mode MAFIA QM Analytic QA |QA −QM | /QA
TM010 2.07163E+04 2.39696E+04 1.4E-01
TM011 1.79370E+04 1.98961E+04 9.8E-02
TM111 2.06980E+04 2.29272E+04 9.7E-02
TE111 2.41118E+04 2.71009E+04 1.1E-01

Table 3.2. MAFIA and analytic Q factor evaluation for several modes of a copper

pillbox cavity of radius 0.06858 m and length 0.0889 m. Mesh size .001 m with 6

iterations and 15 modes. Third column contains the fractional di�erence.

the MAFIA rectangular mesh approximation of a cylindrical wall, where the surface

area is overestimated and the dissipated power is arti�cially high. For a simple box

with �at surfaces the Q values agree at the 1 % level.

To study this mesh dependent error, a pillbox is modelled with a coarse mesh of

0.005 m cell size as shown in �gure 3.10. MAFIA gives a Q factor of QM =20,766 for

this case. The interior surface area of the pillbox can be divided into three regions:

two end caps and one cylinder. The analytically determined magnetic �eld (equation

3.51) for the TM010 mode is constant on the cylinder walls with a bessel function

radial dependence. A plot of MAFIA[13] �elds shown in �gure 3.11 qualitatively

con�rms this.

The mesh domain at the end caps is 28 cells square in area, each cell having

dimensions 4.9 mm x 4.9 mm x 5.2 mm (x,y,z ), with 17 cells in the z direction

as determined from the MAFIA generated mesh in �gure 3.10. The mesh area for

the circular end caps is larger than the ideal circle by 3.2%. The mesh area of the

cylindrical surface is larger than the ideal cylinder area by 27%. The total mesh
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Figure 3.10. Stair case approximation for pillbox cavity geometry generated by

MAFIA[13].

volume is larger than the ideal pillbox by 2.3%. From the �eld plots and based on

the analytic result of equation 3.51 , the tangential magnetic �eld is maximum near

the outer surface r = R, and remains relatively large at the outer surface where the

contribution of the geometric mesh errors are large. The cylinder wall mesh errors

are the most egregious and will have a large impact on the accuracy of the Q factor.

Since the �eld is constant at the cylindrical surface, a 27% correction for the power

dissipated in this area can be applied to the MAFIA cylindrical wall power loss. This

brings the MAFIA based Q factor value up to QM =24,962, an agreement at the 4%

level with the analytically derived value of QA =23,970.

With smaller mesh cell sizes or number of iterations there is little improvement in

Q factor errors. Figure 3.12 is a plot of the TM010 Q factors as a function of mesh cell
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Figure 3.11. Two views of the TM010 mode magnetic �elds in a pillbox cavity calcu-

lated with MAFIA[13]. Left y-z plane. Right x-y plane. The �eld is constant on the

cylindrical conductor surface r = R, and has a bessel function J1 radial dependence.

size, suggesting a convergence to a �nal value lower than the analytic determination.

At a �xed cell size of 0.0025 m the number of iterations was varied from 1 to 16. The

MAFIA based quality factor trends downward with increasing number of iterations

as shown in �gure 3.13. Finite element methods that achieve high order accuracy by

modeling all quantities of interest in terms of di�erential algebra (DA) vectors also

exist[45, 47, 48, 49].

Several error checks are performed in the MAFIA eigenmode solver. The calcu-

lated �elds are fed to the matrix version of curl and divergence operators to form the

grid Maxwell's equations for the problem. The discrepancy is quanti�ed and solutions

are �agged according to an error tolerance (typically 1E-5). Iterations stop when the

tolerance is met. The divergence of source free �elds are compared to zero as an
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example of one such check. Another check is based on how well the FIT frequency

domain eigenvector equation 3.33 is satis�ed.

It is also possible to infer the frequency f and the Q values of a dielectric �lled

cavity given the empty cavity frequency f0 and quality factor Q0. These dielectric

e�ects can also serve as an analytic veri�cation of the computational method. The

mode frequency f is given in terms of the speed of propagation v in the media and

the wave number k by f = vk/2π. In a dielectric of relative real permittivity ε′ the

velocity is v = 1/
√
ε′ε0µ0 = c/

√
ε′, yielding a frequency f = f0/

√
ε′.

It can be shown that the quality factor Q′ for a perfectly conducting cavity com-

pletely �lled with a lossy dielectric of loss tangent tan δ = ε′′/ε′ is given simply by

Q′ = ε′/ε′′ = 1/ tan δ. It is possible for a partially �lled cavity to behave in the same

way as a completely �lled cavity when the �eld is entirely captured in the dielectric.

Using a high permittivity ε′ material enhances this probability. A material with loss

tangent tan δ = 0.11 would yield Q′ = 9.1 in this case. If resistive walls are present

which give an empty cavity quality factor Q0, then the total quality factor including

the lossy dielectric becomes[57]

Q =

(
1

Q′ +
1

Q0

)−1
. (3.63)

For metal cavities composed of copper or stainless steel Q0 is about 103 and does not

contribute substantially to the total quality factor.

3.2.3 Bellows Modes

At the junctures of vacuum chambers, bellows are necessary to absorb mechanical

stress from thermal expansion and contraction. The general design of the bellows

structure introduces a cavity volume capable of harboring resonant modes. The

geometry is that of a coaxial cavity and the mode �eld patterns are similar to those of

a coaxial cavity. A coupling mechanism for �eld leakage into the bellows is presented.

Coupling strengths are estimated for PEP-II beam parameters.
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Figure 3.14. Dipole mode in a 3D coax model of a bellows cavity.

3.2.3.1 A Simple Coax Model

A simpli�ed computational model provides an understanding of �eld patterns within

the bellows cavity. The structure is analyzed �rst in terms of a three dimensional

coaxial cavity which reveals a general description of possible modes. A second more

detailed two dimensional analysis suggests that dipole and quadrupole type modes

near the observed frequencies can exist in the bellows and that the azimuthal �eld

patterns of these modes qualitatively follow the simple coax patterns.

To understand the structure of possible RF modes in the bellows cavity we start

with a simple model of a coaxial cavity with a rather large inner conductor. The vac-

uum chamber and slots as well as the bellows convolutions are not modeled. Eigen-

modes of such a structure are easily visualized using MAFIA[13]. The cavity has an

inner and outer radius of 26.5 cm and 29.6 cm respectively and a length 22.3 cm.

The �eld patterns in the bellows cavity identify the modes as monopole, dipole and

quadrupole according to the azimuthal variation period.

The monopole mode exhibits a uniform radial electric �eld and azimuthal mag-

netic �eld. A simple three dimensional coax model of the bellows cavity is shown in
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�gure 3.14 with �eld patterns pertaining to a dipole mode. The dipole mode exhibits

nodes which provide a longitudinal component of the magnetic �eld at two azimuthal

positions. Wall currents and therefore the resistive heating will exhibit this pattern.

The quadrupole mode exhibits similar features. The monopole mode magnetic �eld

is purely azimuthal. A longitudinal magnetic �eld together with a transverse electric

�eld yields a Poynting vector suitable for coupling through the bellows �ngers.

The bellows cavity mode frequencies f in the coaxial cavity approximation will

vary with the longitudinal dimension L as:

f =

√
f2
co +

( nc
2L

)2
(3.64)

where fco is the mode cuto� frequency for an in�nitely long coaxial cable, c is the

speed of light, and n is the number of longitudinal variations in a length 2L for the

resonant mode.

3.2.3.2 Coupling Studies

It is evident HOMs near the IP vertex bellows are in the beam chamber. There must

be a mechanism for this power to couple from the beam chamber into the bellows. The

only possible coupling path is through the small gaps between the �ngers. The beam

cavity dipole and quadrupole modes are shown to couple to the respective modes of

the bellows, but coupling between di�erent mode species is possible. An example of

electric �elds for a cavity and bellows dipole mode are shown in �gure 3.15. These

modes are di�erent eigenmodes for the same geometry of �gure 3.16 and therefore

have di�erent frequencies. Here the gaps are modeled as slots in the wall separating

the two cavities.

Without gaps, the cavities have intrinsic independent modes. The introduction of

gaps can couple the beam cavity and bellows cavity modes, resulting in a transfer of

RF power from the beam cavity into the bellows cavity.

In these simulations the frequency of the beam cavity is varied by changing its
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Figure 3.15. Dipole electric �eld modes in a simulated beam chamber and bellows

chamber. Dimensions in meters.

longitudinal dimension. The outer bellows cavity dimensions are held �xed in these

studies. Furthermore, the slots are kept at the center of the longitudinal dimension

of the beam cavity, to minimize the e�ect of the cavity walls. This construction is

shown in �gure 3.16. Within the regime where no coupling is present, the bellows

cavity frequency remains constant while the beam cavity frequency changes with the

change in the beam cavity length. If there is no coupling, the change in the beam

cavity frequency will have no e�ect on the �xed frequency of the bellows cavity. If

there is coupling, one expects a shift in the bellows cavity frequency as the beam

cavity frequency approaches the bellows cavity frequency. The closest approach of

the two frequencies yields the degree of coupling. The larger the closest approach,

the larger the coupling. We give the coupling α as the minimum frequency separation

over the average frequency.

Coupling between the beam cavity dipole and the bellows cavity dipole modes is

evident in �gure 3.17.

The same study for beam cavity and bellows quadrupole modes is shown in �gure
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Figure 3.16. Geometry for the dipole coupling studies showing the beam cavity,

bellows cavity and slots. Only half of this geometry is used in the quadrupole studies.

3.18.

For the dipole case the coupling α=0.01 while for the quadrupole case it is larger,

α=0.02. It can be expected that respectively 1 and 2 percent of the power of beam

generated �elds in the form of dipole and quadrupole modes will couple into the

bellows cavity.

It should be mentioned that energy transfer through the gaps between the �ngers

requires the Poynting vector to be along a direction through the gap (radial). For

traveling modes the electric �elds are necessarily transverse. In order for coupling to

occur, the magnetic �eld must be longitudinal at the gap to get the proper Poynting

vector orientation. Monopole mode coupling is not considered because its magnetic

�eld is purely azimuthal. If, however, there is a misalignment between the beam
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Figure 3.17. Variation of beam and bellows cavity dipole mode frequencies and their

di�erences as a function of beam cavity chamber length. Strength of the coupling is

related to the minimum separation of .075 GHz.

direction and the central axis of the beam chamber, a small longitudinal magnetic

component may be generated.

3.2.3.3 Slot Width and Coupling

It is a reasonable assumption that coupling can be reduced by diminishing the slot

width, which is equivalent to reducing the space between the �ngers. The coupling

results of three quadrupole runs with di�ering slot widths are shown in �gure 3.19.

The minimum frequency di�erence is plotted vs the fraction of nominal 0.81mm �nger

separation. To extrapolate to small slot width the data are �t with an analytical

result based on the electric and magnetic polarizabilities of small apertures[20] which

is proportional to

1/

[
ln

(
4l

w
− 1

)]
. (3.65)
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Figure 3.18. Variation of beam and bellows cavity quadrupole mode frequencies and

their di�erences as a function of beam cavity chamber length. Strength of the coupling

is related to the minimum separation of 0.23 GHz.

given in terms of slot length l and width w. Both the data and �t are fairly �at in

the region of interest. From this we conclude that signi�cant reduction in coupling

cannot be achieved by reducing the slot width (space between �ngers).
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Figure 3.19. Minimum mode separation vs fractional slot width for constant slot

length. The data is �t to a analytic expression derived from the polarizability of

small apertures.
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3.3 Scattering Parameter

HOMs in the beam pipe can take the form of propagating waves with the beam pipe

acting as a waveguide. In this way HOM power can move several meters away from its

source and couple into distant beam line components. One approach to this problem

is to consider these waves as a superposition of normal waveguide modes and seek to

selectively couple out the destructive ones.

The monopole mode and the beam �eld share a similar geometry. Any a�ect on

the monopole mode thus represents an impedance to the beam. As discussed in the

mode analysis section 3.2.3.2, monopole modes will not couple in through bellows

shielding �ngers whereas coupling is demonstrated for the dipole and quadrupole

modes. Any scheme to eradicate HOM e�ects should selectively couple out the dipole

and quadrupole modes while leaving the monopole mode una�ected. To this end

a device is to be introduced into the beam line at a point between a HOM source

and nearby components to intercept dipole and quadrupole modes while remaining

transparent to the monopole mode (and therefore the beam).

Scattering parameter analysis provides a means to study the e�ect of a device on

speci�c waveguide modes and thus becomes a useful design tool for HOM reduction

schemes. Since propagating waveguide modes are matched at the waveguide (beam

tube) boundaries any re�ection or transmission characteristics are entirely attribut-

able to the device. This method gives the fraction of mode power absorbed and

transmitted as a function of mode frequency. A device can be designed to absorb or

transmit power for particular modes and frequencies.

Results of the bellows coupling studies suggests a device design incorporating large

coupling slots in the beam pipe walls. Coupled power enters a cavity containing an

absorbing media. The coupling apertures will be enlarged in the form of slots with

coupling encouraged for the dipole and quadrupole modes. Ideally the absorbing

media should be a high permittivity material with a large loss tangent in the frequency
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range of interest. Electric �eld energy density is increased in the high permittivity

absorbing media so that harmful mode power can be isolated and removed with

suitable cooling.

3.3.1 Method

Scattering parameter analysis is a well known technique for characterizing the elec-

tromagnetic response of microwave devices[55]. Lossless waveguide ports are attached

to a device to be tested such that electromagnetic waves in the form of waveguide

modes can be introduced to the device. The device �scatters� this incident wave.

The resulting re�ected and transmitted waveguide amplitudes are measured. In or-

der to accurately measure the device response the ports are matched to the incident

waveguide mode so that no re�ection occurs at the port boundaries. A central fea-

ture of scattering parameter analysis is that the measured transmitted and re�ected

amplitudes are entirely due to the device. The measured transmitted and re�ected

amplitudes are normalized to the incident amplitude in order to obtain the scattering

parameters. They are usually denoted sij and de�ned as the ratio of the ith port

output amplitude to the j th port incident amplitude. In the case of a two port device

where port 1 is excited the important scattering parameters are s11 and s21 which

are synonymous with the re�ection and transmission coe�cients in optics.

The normalized absorption of power can be evaluated from the scattering para-

meters. As in optics, the re�ectance and transmittance quantities are given as the

square of the re�ection and transmission coe�cients: s211 and s221. Accordingly these

are the ratio of re�ected and transmitted power to the incident power. If the device

is lossless,

s211 + s221 = 1. (3.66)

This suggests a quantity which gives the fraction of incident power absorbed:

1 −
(
s211 + s221

)
. (3.67)
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This is a frequency dependent parameter which can be determined for a broadband

simulation where the incident excitation spans the frequency range of interest. For the

purpose of this study this range encompasses the waveguide mode cuto� frequencies to

the expected beam power contribution which for most beam pipes and bunch lengths

spans the 2-7 GHz range.

In practice the incident and measured amplitudes are voltage signals from coaxial

cables connected to the device where the input power is matched at a generator port

boundary. All other ports are suitably terminated to prevent re�ection. When the

device to be tested is situated in a beam chamber the waveguide ports become the

adjacent beam pipes which in general have arbitrary cross sections. The beam pipe

waveguide mode does not have well de�ned measurable voltages as in the coaxial

cable. In the computational domain beam pipe waveguide modes of de�nite electric

and magnetic �eld strength are easily simulated and can be used as amplitudes for

scattering parameter analysis. Scattering analysis can be performed if the beam

pipe waveguide port boundaries can be matched for the speci�c excitation mode as a

simulated in�nitely long waveguide. This is approximated in the MAFIA time domain

solver[27, 28].

A structure (or device under test) is isolated between two or more waveguide

ports which are simulated in�nite waveguide boundaries. Such a setup is illustrated

in �gure 3.20. In this case the device consists of a cavity surrounding the beam pipe

containing a high permittivity lossy dielectric. The cavity and dielectric are coupled

to the beam pipe through open slots.

Dielectric losses are modelled in terms of an e�ective conductivity. All material

power loss occurs through P = �JT · �E where �E is the electric �eld and �JT is the

total current density including conduction and displacement current contributions:

�JT = σ �E − iωε �E. For a lossy dielectric the permittivity is complex: ε = ε′ + iε′′.

The complex part of the dielectric permittivity yields a displacement current density
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term ωε′′ �E. The real part of this term ωε′′ behaves like a conductivity. In terms

of material parameters, dielectric loss properties are often quoted as a loss tangent

de�ned as tan δ = ε′′/ε′. Dielectric loss is mediated through the e�ective conductivity

σe� = ωε′ tan δ which can be assigned to the material for the MAFIA simulations.

The high relative permittivity ε′ plays a role in promoting absorption of HOM energy

through the e�ective conductivity.

One port is excited with a propagating waveguide mode of Gaussian frequency

spectrum over a given frequency range and total power. Figure 3.21 shows an ex-

ample of electric �eld waveguide modes used in a circular beam pipe port excitation.

The modes are part of an orthogonal set of modes from which any arbitrary prop-

agating wave can be constructed through superposition. Each mode is considered

separately as a wave which passes without re�ection through the port boundaries.

The mode amplitudes for input and output waves at each port are monitored during

the simulation.

Each mode (monopole, dipole and quadrupole) is allowed to scatter from a device

model in a time domain simulation. Only the speci�ed mode is matched at the ports

and allowed to pass without re�ection. The transmitted and re�ected mode amplitude

passing through the ports is monitored during the time simulation. From these signals

the power in and out of the ports are determined. All other power remains con�ned

between the ports in the form of absorbed power. By normalizing to the excitation

mode amplitude, fractional power transmission and re�ection coe�cients can be easily

derived as a function of frequency for the given mode. The transmission and re�ection

coe�cients are equivalent to the scattering parameters s21 and s11 respectively.

An example of simulated port amplitude signals is shown in �gure 3.22 as a func-

tion of simulation time in seconds for a dipole mode excitation. The input port is

designated p1, the output port is p2. Each port has associated input and output

signals. For this two port system only port p1 has input amplitude, port p2 is not
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Figure 3.20. Device under test placed in a uniform circular waveguide between two

ports. The ports are simulated as in�nitely long waveguides. The device consists of a

cavity �lled with a high permittivity lossy dielectric absorbing media coupled to the

beam pipe waveguide by slots.

Figure 3.21. Waveguide electric �eld eigenmodes for scattering parameter port exci-

tation

excited. The trace p1_in is the input signal at port p1. The trace p1_out is the port

1 output amplitude which indicates re�ected power. The time signature indicates the

re�ection occurred from the device situated in the center of the waveguide. The trace

p2_out indicates transmission amplitude from port 2 which is shifted by the transit
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Figure 3.22. Port signal amplitudes vs time in seconds. p1_in is the input or exci-

tation signal into port 1. p1_out is the signal re�ected back from the device out of

port 1. p2_out is the signal transmitted from port 1 which comes out of port 2.

time of the device.

In the frequency domain the scattering amplitudes take the form of �gure 3.23.

The scattering parameters for the port 1 excitation are formed by normalizing the

output spectrum (1out, 2out) from ports 1 and 2 to the input spectrum (1in) at

port 1. The re�ection coe�cient is the ratio of the input Gaussian to the port 1

output spectrum (1out) and is otherwise referred to as scattering parameter s11.

The transmission coe�cient and scattering parameter s21 is given by the ratio of the

input Gaussian to the port 2 out spectrum (2out). The scattering parameters and

absorption is shown in �gure 3.24
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Figure 3.23. FFT of port signals for the dipole mode excitation. 2out=port 2 output

spectrum, 1out=port 1 out spectrum, 1in=port 1 input excitation spectrum.

Figure 3.24. Scattering parameters s11, s21 and absorption 1− s211 − s221 for a dipole

mode excitation as a function of frequency.
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This particular device exhibits an average of 50% absorption of the dipole mode.

The same simulations are repeated for the monopole and quadrupole modes to com-

pletely characterize the device.

3.4 Wake Field Computations

A wake �eld analysis can determine the energy lost by a beam as it traverses an

accelerator structure. An energy loss parameter k for the structure can be evaluated,

de�ned to be the energy loss per square of the bunch charge:

k =
∆U

Q2 . (3.68)

The loss parameter depends on the chamber geometry, bunch charge distribution and

beam trajectory.

For a particle of charge Q, velocity �v in the z direction subject to electric �E and

magnetic �elds �B, forces �F are governed by the Lorentz force law:

�F = Q
(
�E + �v × �B

)
. (3.69)

Variation in energy U is given by:

dU

dt
= �v · �F (3.70)

= �v ·Q
(
�E + �v × �B

)
(3.71)

= Q�v · �E. (3.72)

Thus beam particles can only lose (or gain) energy from electric �elds with com-

ponents parallel to the beam velocity. The force components perpendicular to the

beam velocity impart transverse kicks to beam particles, which can result in emittance

degradation and transverse instability. Transverse wake �eld kicks are responsible for

beam breakup phenomenon where the tail of the bunch is kicked from wake �elds

produced by the head of the same bunch. It is prevalent in linear accelerators where

intense beams traverse many accelerating cavities[38].
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Figure 3.25. Illustration of point charge Q1 �elds scattering from a vacuum chamber

irregularity generating wake �elds �E, �B which interact with a witness charge Q2
following at a distance s.

Wake �eld analysis is a direct way of understanding the sources and behavior

of HOMs. A basic understanding comes from considering the �elds (wake �elds)

resulting from a point charge Q1 situated at (�r1, z1) traversing a structure at velocity

v and the forces that such �elds have on a witness charge Q2 following at a distance s

behind Q1 at (�r2, z2 = z1 − s). Both charges are assumed to move along the �z = zẑ

direction at velocity v with di�erent transverse coordinates de�ned by �r1 and �r2 with

ẑ being the unit vector in the longitudinal direction. The situation is illustrated in

�gure 3.25.

In the relativistic limit, the witness charge Q2 does not experience a force from

Q1 directly. Only the wake �elds resulting from the scattering of Q1 �elds from the

surrounding beam chamber geometry are seen by the following Q2. The path and

velocity of the witness charge Q2 do not change appreciably in the relativistic ap-

proximation. Equivalently, the transit time through the region is small. The velocity

v for both charges is assumed relativistic and constant in magnitude and direction

throughout this discussion.
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The integration of wake �eld forces �F on the witness charge Q2 over the path the

witness takes through the wake �elds is a net energy change:

∆u(�r1, �r2, s) =

∫ +∞

−∞
�F (�r2, z2 = vt− s) · dz2ẑ (3.73)

where t is time. This is divided into components parallel and perpendicular to the

direction of beam motion which when divided by the witness charge Q2 yield net

voltage gains. Normalizing these voltages to the excitation charge Q1 produces the

point charge longitudinal and transverse wake potentials:

wz (�r1, �r2, s) =
1

Q1

∫ +∞

−∞
Ez (�r2, z2 = vt− s) dz2 (3.74)

wr (�r1, �r2, s) =
1

Q1

∫ +∞

−∞

{
Er (�r2, z2 = vt− s) +

[
vẑ × �B (�r2, z2 = vt− s)

]
z

}
dz2.

(3.75)

These are considered wake potential Green's functions for a point charge response.

The longitudinal point charge wake potential wz (�r1, �r2, s) gives the energy loss/gain

the following charge Q2 experiences as a result of the wake �elds generated by Q1 at a

�xed distance s behind Q1. The transverse point charge wake potential wr (�r1, �r2, s)

imparts a transverse momentum kick to Q2 without changing the energy (in the

relativistic approximation).

The excitation charge Q1 can be generalized to a line charge distribution λ (s)

simulating a charged particle bunch where s is a coordinate in the beam frame. Taking

the transverse o�sets equal �r = �r1 = �r2 forces the witness and exciting charges to be

part of the same line charge distribution. Wake �elds from the charge distribution at

s′ act on a following part of the same charge distribution at a later point s. Writing

the energy change of the witness charge from a point charge excitation of in�nitesimal

extent ds′ and charge λds′ in terms of the associated wake �eld as

dU = Q2λds
′wz

(
�r, s− s′

)
, (3.76)
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allows a generalization to the energy change for a point charge Q2 at a point s within

the bunch from all charges ahead of it:

∆U (�r, s) = Q2

∫ s

−∞
λ
(
s′
)
wz
(
�r, s− s′

)
ds′. (3.77)

Dividing by the witness charge Q2 gives the voltage change per unit charge. This

voltage is normalized to the total bunch charge Q to give the bunch longitudinal wake

potential in volts per coulomb:

Wz (�r, s) =
1

Q

∫ s

−∞
λ (s′)wz

(
�r, s− s′

)
ds′. (3.78)

This expression is valid for positions s inside and outside the bunch distribution.

The longitudinal loss factor can now be evaluated by convoluting the bunch charge

distribution with the bunch longitudinal wake potential and normalizing to the bunch

charge:

kz =
1

Q

∫ +∞

−∞
λ (s)Wz (�r, s) ds. (3.79)

This constant has units of volts per coulomb, but in practice quoted in volts per

pico-coulomb.

Determination of the bunch wake potentialWz (�r, s) requires a time domain solu-

tion of Maxwell's equations with boundary conditions imposed by the beam chamber

and a propagating line charge source λ (s). The details of the electromagnetic �eld

must be known as a function of the distance s during the transit of the beam through

the structure as well as for an extended period of time after the beam has passed,

since scattered �elds take time to catch up to the bunch particles. This requires

long computation runs of many time steps in a large computational volume with the

nontrivial issue of simulating boundary conditions which support the passing of a line

charge source.

3.4.1 Vertex Chamber Wake Fields

At the interaction region within the BaBar detector the separate beam chambers of

the LER (e+) and HER (e-) are brought together into a common beam chamber. This
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Figure 3.26. Layout of the IP vertex chamber showing beam trajectories and syn-

chrotron radiation masks in upstream LER. Dimensions are in mm.

region is depicted in �gure 3.26. Both beams are bent into collision trajectories by

a series of vertical and horizontal dipole magnets as well as some combined focusing

and bending magnets. The synchrotron radiation produced by several Amps of beam

currents is considerable, approximately 100 kW, and a series of masks in the form

of beam chamber tapers and collimators are designed into the vacuum chamber to

intercept this radiation and prevent backgrounds in the BaBar detector. Some of

these are evident at the IP in the upstream LER (e+) portion of �gure 3.26. The

vertex bellows situated in this area experiences HOM heating. These masks and other

asymmetries in the beam chamber pro�le are sources for HOM generation.

As a veri�cation of this hypothesis a wake �eld simulation is performed on two

models. One model incorporates geometrical features of the upstream LER region

along with a simpli�ed vertex bellows cavity and rudimentary 1.5 mm wide coupling

slots as shown in �gure 3.27. A second model assumes a straight uniform beam pipe

of the same radius with the same simple vertex bellows cavity and slots. This is

displayed in �gure 3.28. The coupling slots mimic the gaps between bellows shield

�ngers.

A 14 nano-Coulomb Gaussian line charge distribution of 1.3 cm sigma is propa-

gated through the structures for a total time of about 1 nanosecond over 1173 0.8
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Figure 3.27. Upstream LER model for IP wake computation with simulated bellows

and coupling slots.

pico-second time steps. In each case the beam moves along the ideal colliding tra-

jectory which is on axis at the vertex bellows location. Electric �eld patterns at

interim time steps from the region containing the vacuum pipe at the bellows cavity

are generated. Some time after the beam has passed at 0.5 nano-seconds, signi�cant

�eld coupling into the bellows cavity can be seen for the structure of �gure 3.27. In

contrast, under the same simulation conditions the straight pipe model of �gure 3.28

show no �elds coupling into the bellows cavity. These results are shown in �gure 3.29.

These simulations demonstrate that o�sets, tapers and masks have the e�ect of

producing wake�elds with the ability to couple into a bellows cavity.

3.4.2 Power in the Bellows

One can estimate the power dissipated in the bellows cavity, given the loss factor

for the actual beam pipe structure, the currents, and the coupling constants from
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Figure 3.28. Straight pipe model for IP wake �eld comparison with the same simulated

bellows and coupling slots as in the model of �gure 3.27.

the calculations of section 3.2.3.2. The loss factor for the beam pipe geometry of

�gure 3.27 is calculated with several methods. The nature of the problem is three

dimensional and so is suited for the MAFIA 3D time domain solver. A one coulomb

Gaussian bunch is propagated through the mesh of �gure 3.27. This gives the longi-

tudinal wake potential shown in �gure 3.31 which when convoluted with the Gaussian

beam of bunch length 1.3 cm yields a loss factor k= .06 V/pC for the 3d MAFIA

calculation.

One can make 2D calculations with the NOVO[4] wake �eld program by taking the

top and bottom pro�les of the beam pipe separately as axially symmetric structures as

illustrated in �gure 3.30. The NOVO program directly computes loss factors k =0.031

and 0.01 V/pC respectively for the top and bottom pro�les of the beam chamber. A

comparison of the two methods is shown in �gure 3.31.
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Figure 3.29. IP vertex chamber (top) and comparable straight pipe model (bottom)

and the electric �eld pattern snap shots after passage of 1.3 cm Gaussian 14 nC line

charge. Snap shots are from the same time frame of the simulation. No coupling was

evident at any time for the straight pipe model

It is assumed the irregular geometry of �gure 3.27 will scatter the beam �elds

into transverse modes which can couple into the bellows. PEP-II typically runs with

positron currents of I+ = 2.8 A and electron currents of I−= 1.8 A at a revolution

frequency of f=136 kHz with N=1700 bunches. For this case the estimate of beam

pipe power is

Pbeam =
k

fN

(
I2
+ + I2−

)
,

which is about 3 kW given the MAFIA 3D loss factor and 1.5 kW for the NOVO

2D loss factor. To estimate the fraction of the beam power coupling into the bellows

cavity it is further assumed that all power incident in the bellows is dissipated there.
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Figure 3.30. Axially symmetric pro�les for NOVO 2d wake potential computation.

Dimensions are in mm.

The bellows power can be written:

Pbellow = αPbeam

With a 1% coupling α=.01 (dipole mode) this corresponds to 30 W and 15 W

respectively for the MAFIA 3D and NOVO 2D loss factors, 60 W and 30 W respec-

tively for the 2% (quadrupole mode) coupling. These results are consistent with other

independent estimations for similar geometries[21]. If the bunch length is decreased

by a factor of 2, the loss factor and hence the power will go up by a factor of 4[8].

3.4.3 Collimator Wake Fields

A collimator presents a strong scattering source for beam �elds. In what follows wake

�eld analysis is used to show how scattered beam �elds can give rise to propagating

electromagnetic waves which transport power to other parts of the accelerator. The
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Figure 3.31. Longitudinal wake potentials calculations using 3d MAFIA for the ver-

tex chamber model of �gure 3.27 (circles) and 2d NOVA with the top axial symmetric

pro�le in �gure 3.30 (solid line) along with the 1.3 cm Gaussian bunch charge distri-

bution (dashed line) as a function of distance in the bunch frame.

scattered electric �elds take the form of dipole and quadrupole patterns and the power

propagates primarily in the direction of the beam.

MAFIA is used to simulate a 1.3 cm 14 nano-coulomb Gaussian bunch in the

collimator model. The electric and magnetic �elds are monitored during and after

the passage of the beam at two planes upstream and downstream of the collimator.

Figure 3.32 shows a cross section of the computational model and its dimensions.

Electric and magnetic �elds are monitored at .05 m from the ends of the 1.4 m long

volume and the beam enters from the left (upstream) and propagates to the right.

Figure 3.33 shows the collimator structure and electric �eld snapshots near the

exit of the structure a few nanoseconds after the passage of a 1.4 cm long Gaussian
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Figure 3.32. Cross section views of a tapered collimator model for wake �eld analysis

with dimensions in meters. Computational length is 1.4 m. Collimator height is 0.033

m. Beam pipe diameter is 0.088 m.

Figure 3.33. Collimator mesh with dipole and quadrupole �elds after the passage

of a 1.4 cm long Gaussian bunch past the single tapered collimator structure at

the downstream end. These are two snapshots at the same location separated in

time. The quadrupole component dominates at shorter time scales. The dipole mode

persists at longer times. Collimator length and height: 0.6 m × .033 m.

bunch. The collimator excites dipole and quadrupole �elds. Initial wake �elds are

composed of a mainly quadrupole nature with the dipole mode persisting at longer

time scales.
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From electric and magnetic �eld data a time dependent power �ux can be con-

structed. Figure 3.34 shows the total �ux of the z -component of the Poynting vector

1
µ0

∫ (
�E × �B

)
z
da through a vertical plane of circular cross sectional area a at two

locations just upstream and downstream of the collimator, separated by a distance

of 1.3 m. The initial large peaks mark the passing of the beam at those locations.

A small amount of power propagates backward from the collimator through an up-

stream position, while downstream signi�cantly more power propagates forward. A

positive �ux indicates energy �ow in the beam direction. Negative �ux indicates en-

Figure 3.34. Poynting vector �ux 1
µ0

∫ (
�E × �B

)
z
da through upstream (solid) and

downstream (dashed) locations from a single collimator as a function of time in sec-

onds. First large pulse indicate the passage of the beam. Negative values correspond

to propagation in the upstream direction. The upstream and downstream monitoring

planes are 1.3 m apart.
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Figure 3.35. Collimator loss factor as a function of bunch length.

ergy �ows in the upstream direction. From the time signatures and the collimator

dimensions the most signi�cant upstream power is generated at the two sloped faces

of the collimator.

3.4.3.1 Collimator Loss Factor

In this wake �eld analysis the loss factor is calculated in the standard way by convo-

luting the bunch charge and the longitudinal wake �eld as described in section 3.4.

Calculations exhibit the experimentally observed dependence of the loss factor with

bunch length which goes as the inverse square of the bunch length[9]. These results

are shown in �gure 3.35. The loss factor dependence on both vertical and horizontal

beam position o�sets is shown in �gure 3.36 and also qualitatively agree with the

experimental observations in section 4.1.2.
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Figure 3.36. Loss factor as a function of vertical and horizontal beam position at the

vertical collimator.

Consider a I+ =2.4 Ampere positron beam of N=1700 bunches of bunch length

1.3 cm on axis at the collimator. A loss factor of k =0.12 volts/pico-Coulomb gives

a total beam power loss of

Pbeam =
kI2

+
fN

(3.80)

= 3 kW (3.81)

for a revolution frequency of f=136 kHz. This power is lost to HOMs.
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Figure 3.37. Dual collimator con�guration.

3.4.4 Dual Collimator Wake Field Analysis

A variation of a collimator structure presently exists which incorporates two oppos-

ing collimator jaws shown in �gure 3.37. Repeating the analysis above it is found

that the quadrupole modes dominate at large times with similar power transmission

characteristics: most but not all power propagates downstream.

3.4.4.1 Dual Collimator Loss Factor

For the case where the beam is centered in the beam chamber the loss factor di�ers

substantially between the single and dual collimator con�gurations. The single colli-

mator loss factor is determined from above (from �gure 3.36) to be 0.12 V/pC. For

the equivalent bunch charge and bunch length the dual collimator loss factor analysis

is a factor of 3 smaller at 0.037 V/pC.
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Figure 3.38. Poynting �ux 1
µ0

∫ (
�E × �B

)
z
da upstream and downstream of dual

collimator structure during and after passage of 14 nC Gaussian bunch of 1.3 cm

sigma vs time in seconds.

Figure 3.39. Snap shot of electric �eld pattern at a downstream end of the dual

collimator structure 7 nS after passage of 14 nC 1.3 cm long Gaussian bunch show a

predominantly quadrupole component persisting at long time scales.

104



Chapter 4

Results and Analysis

4.1 LER Region 4 HOMs

Excessive HOM heating is observed at bellows and pump chambers in LER region 4

downstream of a straight to arc transition. The LER region 4 straight section is char-

acterized by collimators and RF cavities. The straight section and the downstream

arc section are identical to other straight/arc sections in every other respect. The RF

cavities are 50 to 100 meters away from the hot area. The most likely HOM source is

the vertical collimator which is 15 meters upstream of the a�ected area. Figure 4.1

shows the layout of the PEP ring and the region 4 straight to arc transition, indicat-

ing the location of the HOM hot spot. Vacuum chamber components immediately

downstream of the collimator are not a�ected. In these locations the vacuum chamber

is circular. At the arc transition, the vacuum chamber changes from circular to an

elliptical arc chamber cross section, shown in �gure 4.2. The high temperature region

begins just before the �rst arc bend and extends several meters into the arc section.

HOM heating is associated with the change in vacuum chamber cross section as well

as the proximity to the collimator.
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Figure 4.2. Photo of the region 4 straight to arc transition, where excessive HOM

heating is observed. Vacuum chamber changes from circular to elliptical cross section

at the bellows, shown surrounded with cooling fans.

The highest temperature elevation was observed at a bellows PR04:2012 in the

straight to arc transition of LER in region 4, 15 meters downstream of �xed vertical

and horizontal beam collimators in the straight section. Thermocouples mounted on

the exterior of the bellows within the convolutions were registering a temperature

rise of 800 Fahrenheit above cooling water temperature at nominal LER currents of

2500 mA even after the installation of cooling fans as shown in �gure 4.3. Internal

bellows components such as the shielding �ngers are expected to reach much higher

temperatures. Within this �rst arc bellows the beam chamber changes from a circular

to elliptical cross section. The area of HOM heating starts near this bellows and

extends 20 meters into the arcs, a�ecting pumping chambers, bellows and vacuum

valves.

The low energy ring arc sections contain separate pumping chambers (ante-

chambers) at bending magnets to absorb synchrotron light power and pump out

any resultant out-gassing. The ante-chamber at the arc transition downstream of the
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Figure 4.3. Hot bellows located at PR04:2012, 15 meters downstream of a collimator

in a straight section of the low energy ring. Substantial air cooling installed in the

form of fans which blow air into the bellows convolutions.

collimator su�ered HOM related damage. These ante-chambers are coupled to the

beam chamber through a slot designed to allow for straight ahead X-rays to exit the

beam chamber while the beam traverses a bent trajectory in the arc sections of the

ring. A cross section of such a chamber is shown in �gure 4.4. They are 5.5 meters

long, 0.4 meters wide and 0.1 meters high with a large aperture cylindrical protrusion

which houses a titanium sublimation pump (TSP). Figure 4.5 is a photograph of a

section of a PEP-II arc showing a series of ante-chambers along with the cylindrical

Titanium sublimation pump (TSP) on the bottom of the ante-chamber.

The cylinder provides a large area wall for deposition of titanium atoms which have

been sublimated from a heated �lament. The coated wall serves to remove certain gas

species from the ambient vacuum. Exterior electrical power for �lament heating is

fed in through a ceramic feed-through at the bottom of the pumping cylinder. At the

ante-chamber next to the hot PR04:2012 bellows a ceramic feed-through connector
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Figure 4.4. LER arc ante-chamber cross section diagram. As the beam is bent

synchrotron radiation follows a path from the beam chamber through the x-ray slot

into the pump out chamber where it is intercepted by a water cooled photon stop.

The x-ray slot couples HOMs into the pump chamber.

at the ante-chamber pump port became damaged by HOM heating. Wake �elds in

the beam chamber had coupled through the X-ray slot into the pump out chamber

and had coupled out into the housing tunnel of the through the connector terminals.

HOMs could be detected in the tunnel and the frequencies measured with a spectrum

analyzer and antenna. A small detector consisting of a small volume of lossy dielectric

placed near the feed through experiences signi�cant heating from escaping �elds. A

picture of the feed through is shown in �gure 4.6.

Figure 4.7 is a spectrum of signals from an antenna near the ante-chamber pump

feed-through at PR04:1163 showing several modes which track the temperature ob-

servations of the small lossy dielectric detector at 2-3 GHz. These modes were later

observed in cold tests of the ante-chamber test setup[11].
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Figure 4.5. Photograph showing LER ante-chamber in an arc section of the PEP-II

beam lines with attached cylindrical Titanium sublimation pump (TSP).
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Figure 4.6. Location of damaged TSP feed through in LER region 4. Escaping HOMs

can be detected with small lossy dielectric and antenna.
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Figure 4.7. Spectrum from the antenna placed in the PEP-II tunnel near the Ti

sublimation pump feed through at PR04:1163 with 1.6 A of LER beam. Marked

modes correlate with the temperature of the small lossy ceramic detector. Courtesy

A. Novokhatski.
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4.1.1 LER Arc Ante-Chamber Absorber

A prototype water cooled dielectric absorbing device was designed and installed in

several ante-chambers in an e�ort to isolate and dissipate HOM power coupling into

the ante-chamber from the beam chamber. A measure of the HOM power extracted

from the ante-chamber is provided by cooling water �ow and supply and return water

temperature monitoring. In addition to reducing the severity of ante-chamber heating,

this device served as a useful diagnostic for con�rming the upstream collimator as a

source of HOMs.

Based on the measurements from an arc chamber test setup [11], a prototype

arc absorber was designed and installed in a small unused pump port of several

ante-chambers, a picture of which is shown in �gure 4.8 along with measured power

dissipated in two such arc absorbers[11] installed in two separate ante-chambers.

The PR04:2010 location is nearest to the collimator, adjacent to the hot bellows at

PR04:2012, where the chamber transitions from circular to elliptical. The PR04:1162

chamber is 6 meters downstream of PR04:2010. The ante-chamber absorber device

consists of a 30 centimeter long array of ceramic tiles brazed to a copper support

column which receives cooling from a stainless steel water pipe. The tiles are a com-

mercially available ceramic material (Ceralloy) of high relative permittivity of εr = 30

and large loss tangent tanδ=0.11 at 1 GHz. Figure 4.9 shows the temperature reduc-

tion achieved at the TSP connector dielectric detector before and after the absorber

installation along with the LER currents during the same time period. A factor of

two reduction in temperature is apparent after the installation at even higher LER

currents. The temperature is monitored from a thermocouple mounted on a small

lossy dielectric located outside of the ante-chamber TSP connector. Temperature

reduction corresponds to less power reaching the exterior TSP connector from the

beam chamber.
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Figure 4.9. Pump temperature reduction attributable to LER antechamber water

cooled absorber of �gure 4.8. Reduction of a factor of two in temperature rise for the

same current.

The absorber device dimensions are about 5 cm x 5 cm x 30 cm. This e�ectively

damps modes in a ante-chamber 27 cm x 7cm x 550 cm which is roughly 100 times

the absorber volume. The size and location within the antechamber is decided by

the availability of the unused pump port, which may not be in the optimal location

for damping. The pump port is located at a corner of the ante-chamber opposite

to the beam chamber. A slight angle in the absorber structure allows the absorbing
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tiles to sample more interior �elds and was shown to improve damping in the cold

model test setup[11]. Despite geometrical restrictions the ante-chamber absorber at

PR04:2010 extracts about 1 kW power from the ante-chamber at beam currents of

2.4 A in the LER. The calculated beam power loss to HOMs from the collimator

simulations in section 3.4.3.1 of several kW for nominal currents are consistent with

this result (equation. 3.81).

4.1.2 Collimator HOM Experiment

A dedicated experiment to observe collimator HOM generation was performed[12].

Cooling water temperatures were monitored at vacuum chamber locations at various

distances from collimators as vertical and horizontal beam positions at the collimator

locations were manipulated. Signi�cant variation in extracted power was observed

at the water-cooled arc ante-chamber HOM absorber located 15 meters downstream

of a vertical collimator as the vertical beam position at the collimator was changed.

The description of this arc ante-chamber HOM absorber can be found in section

4.1.1. The beam trajectory at the ante-chamber absorber did not vary during this

experiment. Figure 4.10 shows the ante-chamber absorber power extracted based on

the cooling water temperature variation as a function of vertical beam position at two

vertical collimators at di�erent locations: 15 and 65 meters upstream. No appreciable

change in extracted power was observed when the beam was moved horizontally at

the vertical collimators. These data are consistent with the loss factor computations

of section 3.4.3.1.

Temperatures of components further downstream of the collimator also respond to

beam position at the collimators, indicating HOM propagation of up to 20 meters from

the collimator, while no temperature variation was observed at components upstream

of the collimator [2]. This is consistent with the simulation results of section 3.4.3,

which shows most of the HOM power �ow from the collimator moving in the beam

direction.
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Figure 4.10. Power extracted from the ante-chamber absorber and vertical beam

position at two vertical collimators located 15 and 65 meters upstream of the absorber

as a function of time. In both cases moving the beam away from the collimator reduces

extracted power at the ante-chamber absorber.

4.1.3 Straight Bellows Absorber Device

One way of mitigating e�ects of an identi�ed HOM source is by coupling propagating

HOM power out of the beam chamber before it reaches sensitive beam line compo-

nents. Coupling to monopole mode power represents an impedance to the beam and

must be avoided. In most cases the monopole mode does not couple into acceler-

ator components. Dipole, quadrupole and higher modes have �eld patterns which

enhance the tendency to couple power into accelerator structures. The concept of

the straight bellows absorber device is to couple to speci�c beam pipe modes (dipole

and quadrupole) while minimizing impedance to the beam �elds (monopole mode).

Scattered beam �elds from a collimator in the LER region 4 straight section consist

of dipole and quadrupole mode components (see section 3.4.3) and thus it is desirable

to selectively remove these from the beam chamber.
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The coupling mechanism responsible for HOM heating in the bellows can be ex-

ploited as a means of removing HOM power from the accelerator. Coupling through

a slot can be approximated by coupling through an elliptical aperture of semi major

axis l and semi minor axis d with l � d. Coupling for modes with transverse electric

�eld and longitudinal magnetic �eld (dipole, quadrupole,...etc) through an elongated

ellipse is given by[60]

k⊥ ∝ π

3

l3

ln 4l
d − 1

(4.1)

while monopole mode coupling, which represents beam impedance, is given by

kb ∝ π

3
ld2. (4.2)

Removing dipole and quadrupole power while minimally coupling to monopole

power is equivalent to maximizing the ratio of the couplings k⊥/kb ≈ (l/d)2. This

clearly suggests making slots as long as possible with respect to slot width. The slot

width d cannot be made arbitrarily small since the denominator in equation 4.1 will

make the coupling k⊥ small. On the other hand, large slot width means the available

area for the �ow of beam surface currents becomes small, making the surface current

density large. A reasonable compromise is to limit the surface current density to be

only twice that for the case of no slots, so that no more than half of the beam pipe

wall area is allocated to coupling slots. In principle, for a given slot width, coupling

e�ciency can be made arbitrarily high if space is available for the slot length.

Once coupled out of the beam chamber, a means to dissipate this power is neces-

sary. This can be accomplished by exposing the coupled �elds to a water cooled lossy

material. Ceradyne[59] lossy dielectric ceramic with relative permittivity εr = 30 and

loss tangent tan δ = 0.11 is used, given the extensive fabrication experience with this

material at SLAC. It is estimated that kilowatts of electromagnetic power will be

absorbed and coupled out as thermal power with water cooling.
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The end of the LER region 4 straight at the arc transition is chosen as a site

for a selective absorbing device. This site is 12 meters downstream of the collimator

but just upstream to the LER region 4 HOM heating area which should be an ideal

site for intercepting collimator generated HOMs. Because of space constraints, the

design incorporated an existing bellows which was redesigned to be smaller in the

longitudinal dimension to make room for the longest possible slots. In this way 70

mm of space is made available for slot length next to the bellows.

The basic model for scattering parameter analysis incorporates a circular beam

pipe with slots which opens into an annular cavity surrounding the beam pipe. Lossy

material is situated within the annular cavity. For simulations the bellows �ngers

and bellows convolutions are not modelled. The simulations treat the bellows as a

cavity extension to the annular cavity. A section of the computational model is shown

together with the absorption spectrum in �gure 4.11.

The design process involved variation of slot and absorber geometry to optimize

absorption characteristics using scattering parameter analysis as outlined in section

3.3. The goal being maximizing dipole and quadrupole mode absorption, while min-

imizing monopole absorption.

The slot length strongly a�ects the degree of dipole and quadrupole coupling as

expected. The absorber thickness a�ects the absorption spectra. Thicker absorbers

tend to lower absorption peak frequencies. Slot width was varied according to the con-

straint of 50% beam pipe wall area be delegated to surface current. Wider slots tend

to spread out the absorption peaks and provide better coupling, but also increases

monopole mode coupling.

These parameters were varied within the allowed mechanical constraints to obtain

an optimal con�guration with a slot length 70 mm, slot width of 6 mm and absorber

thickness of 16.7 mm. The optimized design absorption spectrum is shown in �g-

ure 4.11. The inset depicts the computational model used in the calculation. The
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Figure 4.11. Absorption 1 − s211 − s221 of the optimized straight bellows absorber

and a section of the computational model. Slot length: 70 mm. Slot width: 6 mm.

Absorber thickness: 16.7 mm.

computed fractional absorbed power (absorption) 1 − (s211 + s221
)
is plotted for the

three modes as a function of frequency. The absorption is minimal for the monopole

mode (top) trace and maximized for the dipole and quadrupole modes. The dipole

spectrum is further tuned to exhibit strong absorption in the 2-5 GHz range.

Dipole mode absorption in the 2-5 GHz range is important since power at these

frequencies was discovered in the nearby ante-chamber[11]. MAFIA simulations of

section 3.4.3 indicate substantial dipole mode production by the upstream collimator.

The selective absorbing device is expected couple out 40 % of the dipole mode power

at these frequencies.

Based on the scattering parameter results a mechanical design is proposed, consist-

ing of a series of longitudinal slots which expose a cavity containing ceramic absorbers

to the beam �elds is illustrated in �gure 4.15, incorporating the optimal slot length,

width and absorber thickness.

The mechanical design requires su�cient heat transfer characteristics and the
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Figure 4.12. Straight bellows absorber mechanical design showing absorber material

behind coupling slots. Absorber is brazed to a water cooled copper jacket. Adjacent

bellows cavity is exposed to the absorber to also damp bellows modes.

ability to survive expected thermal stresses. Heat is e�ciently removed by dedicated

cooling water lines adjacent to the ceramic in an outer copper cooling jacket brazed

to the ceramic. The device does double duty in that it also couples to a bellows to

damp bellows modes. The absorber cavity and the bellows cavity are consolidated to

expose the bellows cavity to the absorber and help damp any modes which may have

in�ltrated the bellows.
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Figure 4.13. Assembled straight absorber device ready for installation. Here ceramic

absorber tiles can be seen under copper coupling slots next to an array of bellows

�ngers.

4.1.3.1 Operational Results with the Straight Absorber Device

The straight absorber device was built and recently installed in the low energy ring

during a major maintenance period and has experienced high current running. Figure

4.13 shows the completed device just prior to installation. Figure 4.14 shows the

device as installed in the beam line. The adjacent bellows no longer needs the cooling

fans which are installed on all other bellows.

Reduction in temperatures is observed at comparable currents before and after the

installation. The desired e�ect is achieved in the local area around the overheating

bellows 15 meters downstream of the collimators. Figure 4.16 is a photo of this area.

The temperature rise is reduced by a factor of two at the most seriously overheating

bellows at PR04:2012. Figure 4.17 shows the reading of a thermocouple situated

in a bellows convolution at PR04:2012 and the thermocouple reading at a small
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Figure 4.14. Straight absorber device as installed in the low energy ring beam line

showing copper cooling lines for removing absorber HOM power. Small wires are

thermocouples attached to the water supply and return lines. Note that the adjacent

bellows no longer needs air cooling. Immediately to the right of the bellows is vacuum

valve 2015.

ceramic HOM detector located external to the TSP feed through along with LER

current during the period of time before and after the installation of the straight

bellows absorber. A 50% reduction in operating temperatures is observed at these

two locations at comparable currents. Similar temperature reduction is observed at

other nearby bellows, pump chambers and vacuum valves.

Further indication of e�ectiveness is observed at the arc ante-chamber absorber

located in the immediate downstream arc chamber. This particular arc ante-chamber

also experienced high temperatures from HOM energy which was measured at the

pump port and was severe enough to damage the electrical feed through. This was

the site of a prototype ante-chamber absorbing device installed earlier and described
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Figure 4.15. Straight bellows absorber device location with respect to upstream

vertical collimator at the end of the straight section of the LER. The straight bellows

absorber device is 15 meters downstream of the collimator.

in section 4.1.1. The power extracted from the ante-chamber absorber device was

monitored before and after the installation of the straight absorber device. The

quadratic current dependence is �t with coe�cients of 145 and 82W/mA2 respectively

for data sets taken before and after the straight bellows installation, indicating a 42%

reduction in HOM power reaching this area. The data and �t are shown in �gure 4.18.

Looking at �gure 4.11 and considering the strength and persistence of the collimator

generated dipole mode, a 40 % reduction correlates with the amount of absorption

expected for the dipole mode in the 2-5 GHz band.

Power extracted by the straight bellows absorber device is measured for two LER
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Figure 4.16. Section of straight to arc transition in LER immediately downstream of

the straight bellows absorber device. Vacuum valve 2015 is immediately to the left

in the photo.

RF gap voltage con�gurations. This is displayed vs. LER current in �gure 4.19.

This data allows an estimation of HOM power in the beam chamber at the straight

bellows absorber device location. Recall the 42% reduction of power extracted in the

arc ante-chamber absorber device attributed to the straight bellows absorber which

is displayed in �gure 4.18. According to �gure 4.19, at 2.4 Amps of LER current

1.45 kW of power is extracted in the straight bellows absorber device. Assuming this

is 42% of the total power in the beam chamber, the beam chamber power can be

estimated as Pcham = 1.45 kW/0.42 = 3.45 kW. This is in agreement with equation

3.81, which gives 3 kW for the wake �eld calculation of HOM power generated at

the collimator for the same beam current, assuming a 1.3 cm bunch length. This is

consistent with a picture where most of the HOM power generated at the collimator

can propagate forward for large distances with negligible loss before coupling into

accelerator components.

Based on the success of the straight bellows absorber device, two identical units
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Figure 4.17. Top plot: Thermocouple reading (0F) at the overheating bellows 2012

before and after straight absorber device installation shows a factor of two decrease

in temperature rise after installation of the straight bellows absorber on May 1, 2006.

Middle plot: Thermocouple reading (0F) at a small ceramic HOM detector located

external to the pump chamber 1163 during the period before and after installation

of the straight absorber device. Lower temperature indicates less HOMs reaching the

tunnel from the ante-chamber at this location.

Bottom plot: LER current (mA) during the period before and after installation of

the straight bellows absorber.

are deployed in region 4 between the existing absorber device and the upstream col-

limators to aid in intercepting collimator generated propagating dipole and higher

order modes. A device at PR04:2032 will take HOM power from an upstream hori-

zontal collimator located 4.5 meters away, while a device at PR04:2072 will intercept
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Figure 4.18. HOM power extracted from an arc ante-chamber absorbing device as a

function of LER current before and after installation of the straight absorber system.

Data is quadratic with current with coe�cients of 145 and 82 W/mA2 for data be-

fore and after installation of the straight bellows absorber device. This represents a

reduction of 42% in HOM power in�ltrating the ante-chamber.

HOM power from an upstream horizontal collimator at PR04:2081, which is 5 meters

away. Figure 4.20 shows photos of these installed devices.

An additional straight bellows absorber is deployed in region 10 near momentum

collimators which are designed to remove o� momentum particles from the beam.

Figure 4.21 is a photo of the region 8 straight bellows absorber near PR10:2145,

between two horizontal momentum collimators located about 5 meters either side of

the device.
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Figure 4.19. HOM power extracted from the straight bellows absorbing device as a

function of LER current for two values of LER gap voltage. The upper trace was

taken at a gap voltage of 4.5 MV, the lower trace at gap voltage of 4.05 MV.

Figure 4.20. Additional straight absorber devices deployed in region 4 straight section

of LER. Left photo show an installation at PR04:2032 to take power from upstream

horizontal collimator at PR04:2041 which is 4.5 meters away. Right photo shows a

straight absorber device installation at PR04:2072 which takes power from upstream

horizontal collimator PR04:2081 which is 5 meters away.
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Figure 4.21. Photo of the region 10 straight bellows absorber device located at

PR10:2145 between two horizontal momentum collimators 5 meters away on either

side of the device.
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4.2 Interaction region HOMs

At the interaction region (IR), beams are brought together into a single vacuum

chamber for collisions at the BaBar detector. There are a number of vertical and

horizontal dipole magnets which guide the beams into a common collision point.

Given the beam energies and currents, substantial thermal gradients are produced

in the beam chamber by synchrotron radiation. This requires bellows assemblies

to distribute thermal induced mechanical motion. In addition, the geometry of the

IP area incorporates beam chamber tapers, o�sets and masks in order to shield the

BaBar detector from radiation. Such irregularities in chamber geometry contribute to

wake �eld generation by both beams. These scattered beam �elds couple into vacuum

chamber components.

The near-interaction area is comprised of large magnet and vacuum chamber as-

semblies designated Q2, Q4, and Q5. The vacuum chamber sections are coupled

together with bellows. Figure 4.22 is a 3D cut-away view of the interaction region

which includes the BaBar detector subsystems and the magnet and vacuum chamber

assemblies indicating the location of bellows. The interaction region is symmetric

with respect to the IP, so that there are Q2 bellows on both sides of the IP at both

crotch areas, with Q4 bellows at both sides for both beam lines. The detector is 5.4

meters high and 6.4 meters long and integrates a cryogenic helium dewar to support

a superconducting solenoid. Semiconductor based vertex detector and high voltage

drift chamber wires track charged particle decay product trajectories in the solenoidal

�eld. The calorimeter determines particle energies and the Cerenkov detector gives

particle velocities. The vertex bellows are situated well within the detector. The Q2

and Q4 bellows are accessible without dismantling the detector.
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Figure 4.23. Mechanical drawing of Q2 bellows area. Q2 bellows is immediately

adjacent to the crotch where the two beam lines merge. Dimensions are in mm.

4.2.1 Q2 Bellows Absorber Device

HOMs are generated near the IP by the irregular beam chamber geometries, par-

ticularly at the crotch area where the two beam chambers meet. Figure 4.23 is a

mechanical drawing depicting the local Q2 bellows area. The bellows is immediately

adjacent to the crotch where the two beam lines meet. Collisions occur 2 meters to

the right. Both beams traverse the region. The crotch is a strong source of HOMs.

The proximity of the Q2 bellows to the crotch prompted the introduction of ce-

ramic absorbing tiles into the existing bellows module. Two arrays of ceramic tiles

in the beam chamber are placed on either side of the Q2 bellows as shown in �gure

4.24. The ceramic tiles are exposed directly to the beam �elds. Our simpli�ed model
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Figure 4.24. Existing Q2 bellows chamber with ceramic absorbing tiles braised to

copper support columns. The bellows is located between the two sets of ceramic

absorbing tiles. The tiles are fully exposed to the beam �elds.
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is shown in �gure 4.25. The tile sections are 1.1 inches long and 0.47 inches thick

composed of a ceramic dielectric of relative permittivity εr = 30 and loss tangent

tanδ=0.11. The total length of the bellows and absorber is limited to 5 inches. The

chamber is octagonal with dimensions 10.4 x 7.1 inches.

A scattering parameter analysis performed with monopole dipole and quadrupole

waveguide modes for the existing con�guration. The dipole mode has two orthogonal

polarizations designated dipole and dipole- because of the aspect ratio of the chamber

cross section. The absorption spectrum for the various modes are shown in �gure

4.26 along with the waveguide mode electric �eld patterns and the computational

model. The monopole mode absorption is excessive in the existing con�guration and

contributes to beam impedance.

Up to 10 kW of power is extracted from from the existing Q2 bellows based

on cooling water �ow and temperature for nominal running currents of 2.8 A LER

positrons and 1.8 A HER electrons with 12 mm long bunches. For anticipated higher

currents and shorter bunch lengths, the expected heating will exceed the present

cooling capacity. As beam �elds pass through the exposed absorbing tiles, Cherenkov

radiation is produced, and becomes a source of power dissipation in the ceramic[12].

To reduce this power, a proposal to shield the tiles while retaining HOM absorption

characteristics is put forth. This culminated in a new Q2 bellows design e�ort.

Based on the results of the straight bellows in section 4.1.3, a con�guration of

longitudinal coupling slots is adopted to preserve the monopole impedance and damp

dipole and quadrupole modes. An obvious con�guration would be to add slots to

the existing array which is shown in �gure 4.27. Two sets of short slots are provided

above the ceramic absorbing tiles, one on either side of the bellows (not shown). This

yields an absorption spectrum which leaves the monopole mode less a�ected, but with

substantially reduced coupling for the dipole and quadrupole modes compared to the

existing absorption of �gure 4.26. While this reduces beam impedance, the uncoupled
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Figure 4.25. Existing Q2 bellows module computational scattering parameter model

and the waveguide mode electric �eld patterns. There are two dipole mode polariza-

tions designated dipole and dipole-. The bellows are not included.

135



Figure 4.27. Computational model of existing Q2 bellows module with the addition

of coupling slots above the absorbing tiles on both sides of the bellows (not shown).

Figure 4.26. Absorption spectra for the existing Q2 chamber model (middle) of �gure

4.25 for the monopole, dipole, dipole second polarization (dipole-) and quadrupole

excitation The absorption (abs=) is quanti�ed as the mean of the absorption over

the range contained within the vertical lines spanning the cuto� frequency and the

highest excitation frequency. The high value for the monopole absorption indicates a

potential for beam impedance.

dipole and quadrupole modes will deposit HOM power elsewhere, potentially cou-

pling into the vertex bellows.

Dipole and quadrupole mode damping e�ectiveness scales with the contiguous
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Figure 4.28. S-parameter absorption for the con�guration of coupling slots added to

the Q2 existing bellows model of �gure 4.27. This con�guration successfully reduces

monopole mode absorption, but also reduces dipole and quadrupole mode absorption.

length of the longitudinal coupling slots. Longer slots also had the added bene�t

of reducing monopole mode absorption even further, so beam impedance is reduced.

Since the length is restricted by the existence of the bellows, a new approach adapting

the bellows as part of the absorbing structure is considered. This involves changing
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Figure 4.29. Computation model for incorporating coupling slot length into the bel-

lows �nger geometry with a center ring for structural support. Dimensions shown are

in inches.

the bellows �ngers to act as coupling slots by introducing spaces between them

and adding absorbing material into the bellows chamber. This adds 2.2 inches to the

e�ective slot and absorber length.

For structural considerations the long slots require axial support to prevent bend-

ing. A ring is added near the center of the slots for this purpose. Scattering analysis

indicated an acceptable loss of e�ectiveness associated with the addition of the sup-

port ring. The computation model and s-parameter results for this con�guration are

shown in �gures 4.29 and 4.30.

Results for several incarnations of the long slot con�gurations are summarized

in �gure 4.31, which shows the absorption of the dipole and quadrupole modes as a

function of slot length. The monopole mode is not a factor since all con�gurations

considered here have su�ciently low monopole absorption except for the existing

exposed tile con�guration. The absorption for the existing con�guration (exposed

tiles) is included (horizontal lines designated �open�) for comparison. The dipole1
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Figure 4.30. Absorption for the model of �gure 4.29. The bellows shielding �ngers

are adapted to provide additional slot length to increase the e�ective dipole and

quadrupole coupling.

and dipole2 represent the two dipole polarizations. The closed circles designate the

adapted bellows �nger slot con�guration with a structural supporting ring model of

�gure 4.29. The e�ect of the ring results in a slight loss in absorption.

The feasible lengths are less than 5 inches (total available length) and the goal is

to �nd a slot length which provides dipole and quadrupole absorption at comparable

or higher levels than the existing exposed tile con�guration. The slot length at which

this is achieved is designated by the open circles in �gure 4.31. To achieve the dipole

mode absorption comparable to the existing con�guration of exposed tiles, 6.5 inch

coupling slots are required. The results indicate that given a long enough slot length

the dipole and quadrupole modes can be e�ectively removed from the beam pipe with

minimal impedance to the monopole mode.
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Figure 4.31. Summary of absorption vs slot length for both dipole modes and the

quadrupole mode. The two dipole modes are designated dipole1 and dipole2. Hori-

zontal dashed lines are existing exposed tile con�guration absorption (/open). The

open circles indicate slot length required to achieve existing absorption for each mode

(break even). Small solid circles are the absorption values for the full slot length with

the structural support ring con�guration of �gure 4.29.

The mechanical complexity of incorporating slots in the bellows �ngers proved

to be impractical, and a less e�ective design will be used which essentially involves

consolidating the absorber material and slot length by moving the bellows to one side

of the device, providing space for 3.4 inch absorbing slots. This device is depicted

in �gure 4.32. Referring to �gure 4.31 this con�guration achieves absorption for the

dipole2 (long axis polarization) and quadrupole modes comparable to the existing

open exposed con�guration, but falls below the existing absorption for the short axis

polarization dipole mode at 15% vs 26%.

Two such devices were produced and installed in Q2 chambers on either side of

the IP. Preliminary results indicate a factor of 4-6 reduction in extracted HOM power

relative to the exposed absorber con�guration at equivalent currents. This is expected,
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Figure 4.32. New Q2 bellows HOM absorbing device. Bellows is moved to one side

to consolidate slot and absorber length. Ceramic absorbing material is depicted in

blue. Coupling slots are 3.4 inches long.

since much less monopole mode power is coupled out. Although full currents have

not been achieved, the vertex bellows, situated inboard of the Q2 bellows, are not

experiencing any unusual temperature rise. Thus the uncaptured monopole power

which now propagates into the IP is not coupling to the vertex bellows. Additionally,

the reduced short axis dipole mode absorption doesn't appear to pose a threat to the

vertex bellows.
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4.2.2 High E�ciency Absorber for the Interaction Region

The Q2 bellows scattering parameter analysis of section 4.2.1 suggests the possibility

of devising a very high e�ciency absorber device with minimal beam impedance where

space is available for long slots. This is the case for speci�c beam line locations slightly

outboard of the IP region where space allows for longer and wider devices without

the need to incorporate bellows in the design. The IP region vacuum chambers

have non-unity aspect ratios which give two dipole mode polarizations with di�erent

absorption pro�les. This was also an issue in the Q2 bellows scattering parameter

analysis. Figure 4.33 shows a model based on extending the Q2 bellows concept,

along with scattering parameter absorption results and the waveguide modes. Slot

width is 0.095 to 0.35 inches. Slot length is 8.39 inches. The device is transparent to

the monopole mode.

The short axis dipole mode exhibits the least amount of absorption. This can

be understood from the nature of dipole mode propagation. The magnetic �eld

component of the dipole mode is longitudinal and maximum at the mid-plane which

cuts the electric �elds perpendicularly to the electric �eld polarization direction. The

transverse electric �elds will align along the width of the slots which together with

the longitudinal magnetic �eld at this area results in a Poynting vector suitable for

coupling through the slots. The fraction of slots which see this �eld combination

di�ers for the two dipole mode polarizations. The short axis polarization has the

smaller number of slots exposed to these �eld regions.

The short axis polarization dipole absorption can be enhanced with slot length

and absorber geometry modi�cations. One modi�cation is to simply increase the

thickness of the absorber along the short axis. The second modi�cation is to lengthen

the slots. The optimized con�guration is shown in �gure 4.34. along with scattering

parameter absorption spectrum. To facilitate fabrication the absorber volume in the

corner is removed.
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Figure 4.33. High e�ciency absorber device model (top) and absorption spectra

(bottom). Slot length 8.3 inches, slot width 0.09-0.13 inches. Absorber thickness

is 0.23 inches. Dimensions are in inches. The short axis dipole mode is not well

absorbed at only 25% compared to the long axis absorption of 63%.

This model preserves the transparency to the monopole mode and increases ab-

sorption for all the other modes. It is the basis for the mechanical design shown in

�gure 4.35. The mechanical design incorporates absorbing tiles brazed to copper sup-

port columns which are embedded in a copper heat sink with water cooling channels.
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Two such devices are fabricated and deployed in the LER IP region, where space is

available. A photo of one device as installed is shown in �gure 4.36.
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Figure 4.34. Optimized high e�ciency absorbing device (top). Modi�ed slot length,

and absorber geometry to enhance short axis dipole absorption. Slot length is 9.3

inches. Slot width 0.09 to 0.13 inches. Absorber thickness 0.5 inches at the short axis,

0.23 inches at the long axis. Absorber volume is removed at the corner to simplify

fabrication. This device features 54% short axis dipole mode absorption (bottom).
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Figure 4.35. Mechanical drawing of high e�ciency absorbing device based on op-

timized model of �gure 4.34 Absorbing tiles are brazed to copper support columns

embedded in a copper block with water cooling channels.

Figure 4.36. Photograph of installed high e�ciency absorbing device in the upstream

LER interaction region. The device is �anked by two bellows modules which are

cooled by external fans. The high e�ciency absorber is expected to reduce heating

of a nearby NEG pumping chamber.
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Figure 4.37. Q4 bellows model version 3 and quality factors with and without ab-

sorber.

4.2.3 LER Q4 Bellows Absorber

The LER Q4/Q5 bellows is situated between the Q4 and Q5 vacuum chamber as-

semblies and allows for relative mechanical motion between the two chambers from

thermal gradients caused by synchrotron radiation. As with all bellows in the inter-

action area there is the potential for HOM induced heating. Studies were initiated

into the possibility of introducing a water cooled lossy material in the bellows cavity.

Using Ceradyne[59] ceramic material parameters of relative permittivity εr = 30 and

loss tangent tanδ = 0.11, quality factors for several modes are computed for a two

absorber model of the LER Q4 bellows according to the method of section 3.2.2.

These results are shown in �gure 4.37 along with the quality factors for the bellows

with no absorber for comparison. Most modes are damped.

One particular mode at 2.14 GHz is not well damped. Figure 4.38 shows the

electric �eld distribution for this mode which shows substantial �eld in the area far
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Figure 4.38. Electric �eld plot of 2.14 GHz high Q mode in the Q4 bellows model

version 3. High �eld strength is far from absorbing tiles.

from the absorbers.

Additional ceramic is added in the model and the analysis repeated. Figure 4.39

shows the new model and results. Although the added ceramic is not at the area of

high �eld, it is close enough to disturb the high Q mode, and trap more �elds in the

absorber. After mechanical design a new bellows module based on model version 5

was built and installed in the downstream LER beam line. A mechanical drawing

and photo of the installed module is shown in �gure 4.40. About 100 Watts of power

is extracted from this device at LER currents of 2.0 Amps. This indicates transverse

modes are not a problem at this location.
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Figure 4.39. Q4 bellows model version 5 and quality factors with and without ab-

sorber.

Figure 4.40. Mechanical design for the Q4 bellows absorbing device. Photo of installed

Q4 bellows absorbing device at the downstream LER side of the IP.
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Figure 4.41. Vertex bellows picture and schematic. Collisions occur 20 cm to the

right of the bellows. Beam pipe diameter is about 5 cm.

4.2.4 Vertex Bellows Absorber

The vertex bellows are situated on either side of a beryllium beam pipe embedded in

the center of the BaBar detector where the collisions take place. In this area both

beams traverse a common vacuum chamber in opposite directions. The beam pipe
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diameter is 5 cm. The length of the bellows cavity is 2.2 cm.

Temperature studies determined HOM power was responsible for vertex bellows

heating[24]. Based on cooling water �ow and temperature it is estimated that 0.5 kW

of HOM power couples into the bellows at 2.4 A positron and 1.6-1.7 A electrons[23].

For future operation at up to 4 Ampere currents this extrapolates to 2.0 kW. This

power would be dissipated in the walls of the cavity bellows which has a total volume

of approximately 15 cm3. As calculations will show, dissipated power will not be

uniformly distributed and tends to concentrate in the bellows convolutions.

Measurements of the electromagnetic spectrum of wake �elds from a nearby beam

position monitor (BPM) indicated several modes showing amplitude correlation with

vertex bellows temperature at around 4-5 GHz[7]. These measurements are shown in

�gure 4.42. The signal was obtained during a small gap (100 ns machine protection

abort kicker gap) in the temporal distribution of bunches so that only the wake �elds

of both bunch trains are sampled.

To repair damage or upgrade these bellows requires dismantling the BaBar detec-

tor which is a time consuming and labor intensive prospect. The last major machine

upgrade included additional external cooling in the form of chilled air and water �ow,

however this does nothing to reduce the amount of coupled power in�ltrating the

bellows, and the projected power levels exceed the present cooling capacity. The

following sections detail analysis of bellows cavity modes and a study of the cou-

pling mechanism. A method to remove the coupled power e�ciently and safely is

introduced.

4.2.5 Vertex Bellows 2-Dimensional Calculations

Eigenmode calculations are performed for the vertex bellows cavity using MAFIA[13]

and NOVO[14]. The �ngers and beam chamber are not modelled in this calculation.

The geometry is cylindrically symmetric. Several modes are found in the frequency

range of 5-6 GHz. They are: monopole, dipole and quadrupole modes according to
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Figure 4.42. FFT of a gated oscilloscope BPM button signal in the gap between

bunch trains. The circled peaks at 4.6 and 5.4 GHz show amplitude correlation with

the vertex bellows thermocouple temperature. Courtesy A. Novokhatski.

monopole 4.75 GHz 7.22 GHz 8.05 GHz
dipole 5.46 GHz 8.37 GHz 9.44 GHz

quadrupole 6.19 GHz 8.82 GHz 9.78 GHz
Table 4.1. Mode frequencies for the vertex bellows cavity. The second and third

column frequencies correspond to additional nodes in the longitudinal dimension.

The calculation assumes cylindrical symmetry.

�eld variation in the azimuthal dimension. Frequencies of the �rst few modes are

given in table 4.1.

The monopole mode is computed using a proprietary code NOVO[14]. Dipole and

quadrupole modes are obtained with MAFIA[13]. The magnetic �eld energy density

for the monopole, dipole and quadrupole modes integrated over the azimuthal angle

φ are shown in �gures 4.43- 4.45. There is high energy density at the bottom of the

bellows convolutions for the dipole and quadrupole cases. Magnetic �eld patterns at
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Figure 4.43. Monopole mode magnetic �eld energy density integrated over 2π radians

of azimuth calculated with the NOVO[14] program. Lighter shades are higher density.

φ = 0 and φ = π/2 are shown in �gure 4.46 for the dipole case. The high magnetic

energy density corresponds to regions of large longitudinal magnetic �ux as predicted

from the coax model of section 3.2.3.1 and occurs π radians apart in the azimuthal

dimension for the dipole and π/2 radians for the quadrupole case. The resistive

heating will exhibit this same azimuthal dependence and will be substantial near the

bellows convolutions.

Monopole mode coupling occurs only under exceptional conditions as stated in sec-

tion 3.2.3.1. The dipole and quadrupole modes exhibit the proper �eld orientation for

coupling. It should be stressed that calculations are done with a �xed bellows length

which in practice will change with expansion and contraction of vacuum chambers.

At high beam currents thermal stresses tend to shorten the bellows length thereby

raising the resonance frequency of these modes. With added currents and smaller
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Figure 4.44. Dipole mode magnetic �eld energy density integrated over 2π radians of

azimuth calculated with MAFIA[13]. The highest intensity is at bellows convolutions.

bunch lengths necessary for maximum luminosity, the bellows excitation frequencies

will increase and shorter bunches will drive these higher frequency modes.
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Figure 4.45. Quadrupole magnetic �eld energy density integrated over 2π radians of

azimuth calculated with MAFIA[13]. The highest intensity is at the bellows convo-

lutions.
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φ = 0

φ = π/2

Figure 4.46. Magnetic �eld patterns at two azimuthal planes φ = 0 and φ = π/2,

illustrating high intensity at regions of longitudinal variation for the dipole mode.
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4.2.6 IP Vertex Bellows Q Factors

When HOMs couple into the IP vertex bellows the degree of resistive heating depends

strongly on the quality factors (Q factors) of the excited modes. Reduction in Q

factors of the bellows modes can be accomplished by the introduction of a lossy

absorbing material into the cavity. A lossy absorbing material with a high relative

permittivity/permeability has the e�ect of drawing �eld into the material and thus

is more e�ective in Q factor reduction. The power is now dissipated in the lossy

material instead of sensitive bellows components. Dedicated water cooling will safely

remove this electromagnetic power.

This scheme works for either a high permittivity lossy dielectric or high perme-

able lossy magnetic material when strategically placed to intercept the proper �elds.

The absorber of choice is a commercial ceramic with a complex dielectric constant

manufactured by Ceradyne, Inc.[59]. It has a large relative permittivity εr = 30 and

loss tangent tan δ = 0.11 in the low GHz regime. SLAC has had extensive fabrication

experience with these ceramics.

To gauge the e�ectiveness of an absorber con�guration the Q factors of the existing

vertex bellows are evaluated in the same manner as was done in section 3.2.2. For

this purpose the bellows material is given the conductivity of stainless steel. The

existing bellows Q factors for stainless steel are displayed in �gure 4.47 along with

the 3d model used in the calculation.

The variation of quality factors depend on the mode �eld distribution in the cavity

volume. Fields intensity in the bellows convolution region of high surface to volume

ratios are more attenuated and thus have the correspondingly lower Q factors.

4.2.7 Introduction of Absorbing Media in the Existing Vertex Bellows

Studies with the existing bellows structure focused on �nding the most e�ective place-

ment of absorbing material within the bellows cavity con�nes for optimized Q value
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Figure 4.47. Existing vertex bellows model (Control) eigenmode and Q factors as-

suming stainless steel material.

reduction. Three locations are studied: Two at opposing �ange locations and one

above the �ngers. Mechanical movement and deformations which occur in the �n-

gers and bellows convolutions make these areas unsuitable for placement of a ceramic

absorbing material. The absorber is modelled as a ring of dielectric of high relative

permittivity εr = 30 with a loss tangent of 0.11. Many modes are found which are

con�ned (or trapped) in the absorber accounting for Q values of around 9. This was

anticipated in section 3.2.2 for a volume of absorbing material with such high per-

mittivity. These are not considered to be damped vertex bellows modes but instead

are new modes generated in the absorber.

Figures 4.48-4.51 show the absorber con�gurations and their Q factor comparison

with the existing bellows. The con�guration of �gure 4.51 is the most successful at
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Figure 4.48. Modes calculated for absorber placed near bellows convolutions. The

absorber material is a shown as a cross section of an annular ring or washer of ceramic

absorbing material placed on a �ange near the bellows convolutions. Left picture

shows a mode which the absorber does not touch and consequently is not damped.

Right picture shows a low frequency mode trapped in the absorber. Bellows walls

assumed to have the conductivity of copper. Q values for this con�guration are given

in �gure 4.53.

damping the existing modes. Figure 4.51 includes Q factor calculations for absorbers

of various thicknesses and indicates all modes can be well damped given enough

absorber thickness. Bellows walls are assumed to have the conductivity of copper for
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Figure 4.49. Q factors for absorber placed near bellows convolution �ange and the

existing control con�guration with no absorber. Existing vertex bellows modes are

not appreciably damped. Lower frequency low Q modes are new modes trapped in

the absorber. Bellows walls assumed to have the conductivity of copper.

Figure 4.51. Absorber above �ngers (inset) and comparison of Q factors. This con-

�guration works best to damp existing bellows modes. Q factors with absorbers of

various radial thickness are presented, indicating better damping is achieved with

progressively thicker absorbers. Bellows walls assumed to have the conductivity of

copper.
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Figure 4.50. Absorber on �ange near �ngers (inset) and e�ect on Cu bellows Q

factors. Data shown with absorber thickness of one and two millimeters. Most of the

existing Q factors are not appreciable damped in this con�guration. Bellows walls

assumed to have the conductivity of copper.

this study. Most low frequency bellows modes have electric �elds near the �ngers

which accounts for the successful damping achieved with the absorber placed above

the �ngers.
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4.2.8 New Vertex Bellows Proposals

New prototype vertex bellows designs were investigated based on the studies of section

4.2.7. These designs incorporate additional volume to house and provide water cooling

for the absorbing material within the space constraints imposed by the location within

the BaBar detector. The absorber is situated above the �ngers and made as thick as

possible. For proper support and thermal cooling e�ciency the absorber is mounted

on a series of copper support columns which direct heat out of the absorber to external

water cooling lines. These support columns �ex to provide relief for thermal expansion

di�erences between the absorber material and the copper interface. The absorber is

to be braised directly to the support columns. Two models of these designs are shown

in �gure 4.52. The di�erence in con�guration is in the shape of the absorber and

the modi�cations of the bellows cavity to house the absorber. They are distinguished

based on the ratio of the longitudinal and radial dimensions and given the large aspect

ratio and small aspect ratio designations. The small aspect ratio dimensions are 4.8

x 6.5 mm in the r-z plane. Likewise, the large aspect ratio dimensions are 2.5 x 8.7

mm.

The absorber is positioned to best damp low frequency modes and where thermal

conduction to external cooling lines is facilitated.

Assuming a ceramic absorber of relative permittivity εr = 30 and loss tangent

tanδ = 0.11 and a stainless steel bellows, quality factors are evaluated and displayed

in �gure 4.53 along with the existing stainless steel bellows quality factors (Control

+).

Both con�gurations exhibit excellent damping abilities of one to two order of

magnitude. The small aspect absorber proves to be the best candidate for damping

modes, however a thermal analysis indicated cooling e�ciency is inadequate for the

small aspect ratio con�guration. Mechanical design has completed and the large

aspect ratio prototype is in production.
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Figure 4.52. Large (left) and small (right) aspect ratio absorber con�guration models

for the vertex bellows. The absorbing ceramic is shown supported by copper columns

which aid in thermal stress relief and thermal conductivity.

Figure 4.53. Q factors vs frequency for the stainless steel vertex bellows absorber

con�gurations large (*) and small (×) aspect along with existing bellows Q factors

(Control +).
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Chapter 5

Conclusion

As bunch current intensities increase to meet storage ring physics demands, it has be-

come apparent that wake �eld e�ects have been underestimated. Contemporary beam

vacuum chamber technology has not been able to deal with HOM power at such high

bunch currents. An important understanding of how HOMs are produced and how

they couple into accelerator components has been achieved. With this understanding

new strategies are developed to remove HOM energy from beam line components as

well as selectively couple out dangerous HOM species from the beam chamber before

they couple into beam line components.

Collimators have been identi�ed as the source of observed HOM heating. HOM

heating in the LER straight to arc transition area is 10-20 meters downstream of

the collimator region. Wake �eld calculations and experimental observations con�rm

collimator HOM power propagating to this remote location and depositing energy

there. The calculations indicate HOM propagation in the form of dipole and quadru-

pole �elds. Rather than introduce HOM damping in all the a�ected pumps, bellows

and ante-chambers, a method of intercepting and absorbing propagating HOMs is

proposed. Results of the coupling studies presented in this dissertation suggests a de-

vice which selectively encourages coupling of dipole and quadrupole modes from the

beam chamber. To minimize the impedance to the beam, monopole mode coupling is
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discouraged. The design process involved scattering parameter analysis which allows

individually tailoring a device response by mode type. The trapped mode power is

transformed into heat by an array of high permittivity lossy dielectric tiles which

have dedicated water cooling. The device was built and installed just upstream of

the LER straight to arc transition and has lowered HOM power in the a�ected area

by at least 40 %.

In the IP region existing absorbers situated on either side of a bellows module

in a hexagonal beam pipe are exposed directly to the beam, presenting impedance

to the beam �elds. The symmetry of the beam chamber allows propagation of two

dipole polarizations which must be considered in the scattering parameter analysis.

Reduction of monopole mode coupling is achieved with coupling slots, but coupling

to the short axis polarization dipole mode is also reduced. After scattering parameter

analysis design trials it was determined that a long continuous slot length gave the

best dipole and quadrupole absorption. Due to space considerations, lengthening of

the slots can only be accomplished by moving the bellows to one side of the volume

to consolidate slot and absorber length. This design proposal has been built and

installed.

Investigations into bellows coupling yielded a mechanism for beam chamber dipole

and quadrupole modes to in�ltrate the bellows through the shielding �ngers. This

is a particular concern for the interaction region where the irregular beam chamber

geometry provides multiple beam �eld scattering centers generating HOMs from both

beams. Studies centered around reducing the quality factor of the IP vertex bellows

resonances to alleviate HOM heating resulting in the design of a prototype bellows

module incorporating a high permittivity lossy dielectric system which damps all bel-

lows resonant modes in the frequency range of interest. The trapped power is removed

through dedicated water cooling. Several such bellows modules will be commissioned

in the upcoming run.
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5.1 Plans and Future Work

The PEP-II B-factory sustains 2.9 A positrons and 1.9 A electrons at bunch lengths

of 11-12 mm with a peak luminosity of 1.2 × 1034cm−2s−1, four times design

luminosity[54]. To reach physics goals of 2.0 × 1034cm−2s−1 luminosity, the PEP-II

B-factory must tolerate 4.0 A positrons and 2.2 A electrons at 9 mm bunch lengths.

HOM power loss is quadratic with current, and inverse square with bunch length[50].

HOM power is expected to increase by 2-3 times current levels.

There remains unresolved questions about the nature of HOM e�ects at the tran-

sition of beam pipe geometry in the LER straight to arc section. There are several

bellows downstream of the collimator but upstream of the area a�ected by HOMs

which do not see HOM heating. These una�ected bellows are in a straight section

where the beam chamber cross section is circular. The a�ected area is associated

with the straight to arc transition where the beam chamber becomes elliptical. It is

important to investigate the e�ect of this transition on HOM coupling.

Near the interaction region, the high e�ciency absorbers are placed outside of the

region where beam chamber irregularity has the potential of generating HOMs. This

is because of the lack of space for devices of this size. As a result, their e�ectiveness is

limited. As of this writing, measured power at these high e�ciency absorbers amounts

to a few hundred watts at peak currents. Still they o�er some degree of protection

for nearby NEG pumps and will prove useful when new collimators are installed in

the area. New ideas are needed to downsize the devices, without a�ecting absorbing

e�ciency.

The Q2 bellows absorbing device, which is next to the HOM generating crotch,

remains an important research problem. In the present new design, beam impedance

is reduced, however, at the expense of less dipole mode coupling. Because of the

location near the IP, this uncoupled dipole mode power can propagate into the vertex

bellows, and increased heating is observed at the vertex bellows for the same beam
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currents. New solutions are being sought.

HOM calculations can be computationally challenging for real world accelera-

tor structures. Since scattering parameter analysis can simulate half in�nite beam

chambers with comparatively small computational overhead, the intriguing possibility

exists of computing loss factors from individual waveguide mode components of the

beam �eld, if an accurate deconvolution of a beam �eld can be accomplished in terms

of waveguide modes. In this method, the e�ect of the computational boundaries are

absent.

It is unlikely that a selective absorbing device such as a straight bellows absorber

or high e�ciency absorber can address the problem of BPM button heating. In

appendix B preliminary analysis indicates BPMs couple strongly to the monopole

mode at 7 GHz. The monopole mode is not touched by the selective absorber in

order to prevent adding beam impedance. BPMs are now being modi�ed with smaller

diameter buttons to push the coupling frequency to a higher value, where the beam

spectral power is low for the desired bunch length. This comes with a resolution

penalty.

167



APPENDICES
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Appendix A

Properties of Some Lossy Dielectrics

Lossy dielectrics used in the construction of absorbing devices are available commer-

cially from Ceradyne, Inc. Figures A.1-A.2 are material parameter datasheets of

several ceramic materials. Ceramic composition AlN-SiC Ceralloy 13740* is used in

all applications described in this dissertation.
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Appendix B

BPM Scattering Parameters

At LER currents of 2.4 A and at shortened bunch lengths of 0.8 cm BPM buttons have

become hot enough to fall o� their mounts near the IP region due to HOM heating. It

is impractical to replace the BPMs with smaller devices during an extended machine

run, so investigations into the impact of the missing buttons on machine performance

are undertaken.

Figure B.1. 1/4 symmetry BPM structures with and without button. Loss of the

button reveals a cavity and protruding stem on which the button was mounted.
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When the buttons fall, a cavity is left behind with a protruding metal stub onto

which the BPM was mounted. This is illustrated in �gure B.1. There is concern at

whether such a structure presents impedance to the beam and if it can be still utilized

as a beam position monitoring device. Essentially the remaining device can continue

to perform as a BPM except for the signi�cantly attenuated signals produced by the

remaining stub. This can be overcome to some extent with electronic processing. The

question of impedance to the beam falls to our analysis.

Scattering parameter analysis is performed on two BPM structures for a monopole

mode excitation, one with and one without a button. Interestingly, our results indicate

substantial absorption at around the 7 GHz range for the structure with the intact

button. This is absent in the missing button analysis which indicates this absorption

peak is due entirely to the presence of the button, and may have contributed to the

initial heating. The scattering parameters for the BPM with the intact button is

shown in �gure B.2. for the monopole waveguide mode excitation.
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Figure B.2. Scattering parameters s11, s21 and absorption 1 − s211 − s221 for BPM

with intact button for the monopole waveguide mode. Signals at less than 5 GHz and

greater than 8 GHz are outside the excitation range. No absorption is seen for the

missing button case.
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