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Understanding space charge effects is central for the development of high-brightness ultrafast

electron diffraction and microscopy techniques for imaging material transformation with atomic scale

detail at the fs to ps timescales. We present methods and results for direct ultrafast photoelectron

beam characterization employing a shadow projection imaging technique to investigate the

generation of ultrafast, non-uniform, intense photoelectron pulses in a dc photo-gun geometry.

Combined with N-particle simulations and an analytical Gaussian model, we elucidate three essential

space-charge-led features: the pulse lengthening following a power-law scaling, the broadening of

the initial energy distribution, and the virtual cathode threshold. The impacts of these space charge

effects on the performance of the next generation high-brightness ultrafast electron diffraction and

imaging systems are evaluated. VC 2012 American Institute of Physics. [doi:10.1063/1.3685747]

I. INTRODUCTION

Electron microscopy and diffraction are the most widely

used and essential tools for determining the structure and

composition of matter at the nanometer scale. Currently,

space charge effects are the key limiting factor in the devel-

opment of ultrafast atomic resolution electron imaging and

diffraction technologies,1–4 which would enable imaging of

ultrafast electronic and chemical processes at the single

site level.5–8 The debate over whether high brightness can

co-exist with high temporal and spatial resolution lies in the

recompression of longitudinal electron pulse-length to their

initial values, limited only by photoemission processes prior

to the space-charge-led smearing of phase space. Two press-

ing issues to be elucidated are the space-charge limit of high

flux photoemission, which leads to broadening of the initial

phase space9 and the Coulomb explosion during propagation

in free space.1–3 In recent development of MeV RF guns

triggered by fs laser pulses, a high ac extraction field is

employed to allow the generation of extremely high bright-

ness and short duration–pulsed electron beams for accelera-

tor applications,10 benefiting from the relativistic time

dilation to suppress the Coulomb explosion. However, the

high energy beams produced from ac guns are deleterious to

nanoscale material studies and are subject to poor beam and

image quality, due to small scattering angles and limitations

in electron lenses. The pathway to the next generation of

ultrafast imaging and diffraction technologies is the use of

dc guns with relatively low energies (�1 MeV). The experi-

mental ability to image the spreading of fs electron pulses

enables precise experimental characterization of space

charge effects and the systematic design of technologies11–18

to overcome space charge effects that limit current high

flux ultrafast dc gun development. In this paper, we extend

a novel ultrafast electron shadow projection imaging

technique19 to interrogate space charge effects shortly after

photoemission and during free space expansion. We present

essential scaling features associated with the fs high density

nonequilibrium beam dynamics resulting from space charge

effects and determine the virtual cathode limit of fs intense

photoemission and the initial pulse characteristics required

to quantitatively model the intense photoelectron pulses in a

high brightness photoelectron beam column. We evaluate

the performance of the next generation ultrafast electron

diffraction and imaging systems incorporated with an RF

compressor to remediate the free-space space-charge effect

(Coulomb explosion). The limits on the combined spatial

(probe size) and temporal resolution in different operational

regimes are discussed.

II. MEASUREMENT OF SPATIAL AND TEMPORAL
EVOLUTION OF PHOTO- ELECTRON PULSES

The photoelectron pulse dynamics can be directly inves-

tigated by a shadow projection imaging technique,19 which

monitors both the transverse and longitudinal electron pulse

profiles at the ultrafast time scale. Here, we investigate the

photoelectron pulse dynamics in a dc photo-gun arrangement

employing a gold photocathode triggered by UV fs laser

pulses [50 fs, photon energy �hx(k¼ 266 nm)¼ 4.66 eV] at

high intensities (105–108 electrons per pulse), relevant for

high brightness implementations of ultrafast electron diffrac-

tion1,3,7,20 and imaging.21,22 The photocathode (gold film) is

prepared via vapor deposition on a quartz substrate with a

homogeneous film thickness of 30 nm. The photon energy is

slightly higher than the reported work function (Uw) of gold

film that ranges from 4.0–4.6 eV,23–26 allowing photoemis-

sion with a small energy spread. The shadow projection

imaging technique is utilized to investigate the space charge

effects in the generation of fs electron pulses in a geometry

depicted in Fig. 1(a), where a positive electrode (anode) is

separated 5 mm from the cathode, providing an applied field

(Fa) to facilitate photoemission. The fs laser pulses arrive at

the cathode surface at 45� incidence and define the zero-of-

time for photoemission. The dynamics of the surface-emitted

electron pulse is imaged through the projection of a point

electron source (P) that casts a shadow from the electron

pulse onto a metalized phosphor screen connected to ana)Electronic mail: ruan@pa.msu.edu.
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intensified CCD camera. The point electron source is gener-

ated by focusing an independent low density fs photoelectron

beam27 containing �800 e/pulse with a beam waist of 5–10

lm,27 which is synchronized to the exciting laser beam with

a well-defined delay (Dt) controlled by an optical delay stage

(Newport: 2MS6WCC) capable of clocking the probing elec-

tron beam with respect to photoemission at �10 fs precision.

The projection imaging is performed at 1 kHz for each

delay, and snap-shot images at each delay Dt are averaged

over 105–106 repetition pump-probe cycles to obtain suffi-

cient signal-to-noise ratio and to average out the pulse-to-

pulse fluctuations of pump and probe pulses. The shadow

patterns, obtained by taking the difference between the posi-

tive frames (Dt> 0) and the negative frame (Dt< 0), are nor-

malized to the negative frame image to cancel out the angular

dependence of the illumination from the point source.

Quantitative results are obtained through fitting the

experimental data with an analytical expression describing

the projection geometry.19 For example, a linescan over the

shadow profile (Fig. 1(b)) along z has a form

F dð Þ ¼ B
P
rz

Exp � dx0 � Lz0ð Þ2
2 d2r2

x þ L2r2
z

� �
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

r2
x

þ d2

L2r2
z

r ; (1)

where d is the position on the camera screen, R is the electron

charge density, x0 is the source-to-beam distance, z0 is the

electron pulse’s center of mass (COM) position, rx and rz are

the widths in transverse and longitudinal directions, and L is

the camera distance. Similar form along y direction can be

obtained by replacing rz with ry and removing z0 term in

Eq. (1). The key pulse parameters, such as R, z0, rz, and ry

can be determined by fitting its longitudinal and transverse

shadow profiles, which evolve as a function of time. The

quantitative aspect of shadow imaging technique has been

verified with an N-particle shadow projection imaging simu-

lation—see Fig. 8 and relevant discussions in Ref. 28. In this

specific experiment, x0¼ 5.0 mm and L¼ 16.5 cm, giving a

magnification M � 33 for imaging. While Eq. (1) considers

nonlinearity in the projection imaging, the projection is in the

linear regime when ry, rz � L, d. In our front illumination

geometry, the excitation laser has an elliptical footprint with

rx¼ 115 lm and ry¼ 81 lm, determined in situ via examin-

ing surface voltammetry characterization.19,28 Characteriza-

tion of the laser footprint on the photocathode yields an

initial transverse profile of the photo-emitted electrons con-

sistent with the transverse electron bunch characterization

from shadow imaging. Laser footprint characterization also

yields quantitative measurements of the laser fluence (F) and,

combined with R obtained from imaging, the number of emit-

ted electrons (Ne). Imaging experiments are performed using

various exciting fluences F¼ 1–10 mJ/cm2 and extraction

Fa¼ 0–0.4 MV/m, which together produce a wide range of

values of Ne up to 108 electrons/pulse.

Direct visualization of the Coulomb explosion of electron

pulses is achieved by the shadow imaging, as shown in

Fig. 1(b). To quantify the rate of Coulomb explosion, the time-

dependent CoM frame electron pulse length rz(t) is extracted

from the shadow profile as a function of electron density.

Since, here, the electron longitudinal profile is observed to

expand rapidly while the transverse profile increases little

(�15%) over our tracked time window (0–120 ps), electron

sheet density R, defined as R¼Ne/(prxry), is a more appro-

priate parameter than Ne for characterizing the space charge

effects. We extract from the shadow imaging data the de-

pendence of the electron pulse-length on R. Figure 2(a)

shows a superlinear increase of rz(t) resulting from the

strong space charge effects at high sheet density R, whereas

at low R, rz(t) changes linearly with a slope approaching 0.1

lm/ps, which translates to a very small longitudinal photo-

electron energy spread of 0.03 eV, supporting the over-the-

barrier direct photo-ionization picture. As will be discussed

later, in the weak emission limit, the initial momentum

spread of the photoelectron pulse compares well with the

theory of the three-step model designed to model the photo-

emission at the single-electron (space charge–free) limit.30,31

At high R, we observe an increase of the initial time deriva-

tive of rz(t), suggesting a perturbation of the initial phase

space by intense photoemission.

FIG. 1. (Color online) Electron point-projection imaging technique and

results. (a) Schematic of the experiment. For illustration purposes, the angu-

lar span of the shadow is significantly increased from typical values �1

mrad. For this reason, the projection is nearly linear. (b) The snap-shots of

the normalized shadow images at selected times. The magnification of the

projection imaging is �33.
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III. THE SPACE CHARGE EFFECTS AND MODELING

To elucidate the space charge effects in the observed

photoelectron dynamics, we employ N-particle dynamics

simulations to model the experimental results. In particular,

we investigate how pulse spreading depends on electron den-

sity and the initial conditions required to reproduce the pulse

spreading trajectories using N-particle simulations.

A. Fractional power-law dependence in the space-
charge-led pulse lengthening

First, we investigate the scaling of the pulse spreading

with respect to the electron density R. We extract the longi-

tudinal pulse-length (rz) at 100 ps from data sets using dif-

ferent extraction field (Fa) or fluence (F) and plot rz as a

function of R. Interestingly, we observe a power-law scaling

of rz with R with an exponent that is significantly smaller

than one, irrespective of the applied extraction field (Fa) or

fluence (F), as presented in Fig. 2(b). Our results differ from

the energy-dependent space-charge-led pulse lengthening

measurements based on streaking technique, which deter-

mines rz at a fixed probe location.1 Since ultrafast imaging

tracks temporal development of rz in the CoM frame, this

explains why there is no explicit energy (or Fa) dependence

in our data. Furthermore, since, according to Fig. 2(b), a

high R can be achieved with either high Fa or F, the observa-

tion of CoM rz(t) being exclusively parameterized by R indi-

cates the origin of the power-law scaling is mainly due to

space charge effects. Here, rz is obtained at 100 ps, and to a

very good approximation, the power-law exponent c is near

0.5. At earlier times, c is smaller, as depicted in the inset of

Fig. 3(a). For example, at 40 ps, c � 0.37, and at 60 ps, c �
0.43, while for later times, c increases slowly. We identify

that this time-dependent scaling behavior with a terminal c
varying between 0.5 and 1 is a manifestation of a nonuni-

form photoelectron pulse profile seeded with different initial

conditions. The dynamics of a uniform charge distribution

can be analytically described by envelope-based approaches,

such as mean-field,3 fluid,29 or self-similar32 space charge

models. When the charge distribution is non-uniform, the

pulse length was estimated by the mean-field theory with a

scaling factor.3,32 However, the temporal evolution of the

pulse length scales differently depending on the shape of the

pulse.32 This is best described with the transient power-law

growth as a function of R. The uniform charge density

evolves self-similarly with c � 1, as shown in Fig. 2(b). We

show that the longitudinal pulse profile remains largely near-

Gaussian up to 120 ps (Fig. 3(b)), and the growth exponent c
is less than 1. We expect that, at long times, the effect of in-

ternal space charge forces decreases and the lateral expan-

sion is important, leading c to saturate between 0.5 and 1, as

indicated in Fig. 3(a).

B. Density-dependent broadening of initial electron
velocity distribution

When there is a significant initial momentum spread

(Dp), the evolution of the electron pulse length rz(t) at the

shortest time is linear with a slope equal to Dp/me.
19 The dis-

tinctive rz(t) from several different Rs, reported by rz(t) in

Fig. 2(a), serve as the bases to investigate the near cathode

space charge effect by fitting them with N-particle simula-

tions. To parameterize the shape of the phase space, we

define a chirp parameter a in the N-particle simulations.

When a¼ 0, the electron pulse is fully thermal with no corre-

lation between momentum and position, while, in the a¼ 1

limit, there is a perfect correlation between the position and

momentum, as described in Fig. 4(a). To compare with

experiment, the width of the momentum distribution rpz and

chirp parameter a are varied to fit the trajectory rz(t) (see

Fig. 2(a)). We find that the initial pulse length rz(t¼ 0),

which is expected to be in the sub-micron range, has limited

FIG. 2. (Color online) The results of electron point-projection imaging. (a)

The CoM frame expansion dynamics of electron pulses with longitudinal

pulse length rz. The solid lines through the experimental data (symbols) are

from N-particle simulations. (b) Dependence of pulse length on the electron

sheet density at time 100 ps for various F and Fa settings, showing a univer-

sal power-law increase with exponent roughly c¼ 0.5. Predictions based on

mean-field (Ref. 3) and one-dimensional (1D) fluid (Ref. 29) models are

also presented.

044316-3 Tao et al. J. Appl. Phys. 111, 044316 (2012)



influence on the results of the simulations at later times

(t> 10 ps), as the pulse length expands to lm scale within a

few ps. Simulations have been performed at rz(t¼ 0)

¼ 30 nm, 1 lm, and 2 lm to confirm this. Thus rz(t¼ 0) is

set to the resolution limit (1 lm) of the experiment to remove

this as an adjustable parameter in comparing with experi-

mental data. At a given rpz, we find that a¼ 0 gives the min-

imum rz, while a¼ 1 gives the highest rz, as shown in

Fig. 4(b). This sensitivity to the initial conditions allows us

to parameterize the initial photoelectron phase space. The

fitting results based on this parameterized N-particle simula-

tion show a strong growth of the initial velocity spread

obtained by Dtz(t¼ 0)¼ rpz/me as the charge density R

increases, as indicated in Fig. 4(c). The observed significant

increase of initial velocity spread of electron pulse genera-

tion can be associated with a near cathode space charge

effect at the ultrashort time scale, modifying the electron

energy distribution from the single-electron emission regime.

In contrast, the low density photoelectron velocity spread at

R � 0 can be extrapolated from results in Fig. 4(c), and thus

determined Dtz(t¼ 0)¼ 0.084 6 0.019 lm/ps represents the

intrinsic, unperturbed initial velocity spread from photoemis-

sion. We note that the rapid increase of Dtz(t¼ 0) cannot

have come from the reduced effective work function due to

applied Fa (Schottky effect). In fact, for the lowest five Rs,

the applied field is the same (Fa¼ 0), and for the highest R,

the corresponding energy spread approaches 1 eV. More-

over, for all simulations, the strong thermal parameter range

a¼ 0.0–0.4 gives a better fit to the data than the correlated

limit, a¼ 1, inducing a near stochastic initial photoelectron

distribution.

Even though mean field theory cannot fully characterize

the observed early time pulse dynamics, we are able to repro-

duce the N-particle results presented in Fig. 2(a) using the

analytic Gaussian model (AGM) developed by Michalik and

Sipe33,34 with the initial conditions according to those refined

by N-particle fitting (Fig. 4(c)). This is warranted as, within

the observed time scale, the pulse profile resembles a Gaus-

sian (Fig. 3(b)); thus, the associated pulse spreading due to

nonlinear space-charge force can be properly modeled by

AGM. In the following, we substitute the N-particle simula-

tion with the less computationally expensive AGM to inves-

tigate the cause of the scaling behavior identified in the

space-charge-led pulse spreading with various initial condi-

tions. Figure 5 shows the comparison of AGM and the exper-

imental results. The solid lines show the AGM simulations

FIG. 3. (Color online) (a) The symbols represent the values of c found at

different delay times. The solid line represents results from an analytical

Gaussian model (AGM) simulation using broadened initial longitudinal

velocity spread due to near cathode space charge effect extracted by fitting

the early time rz trajectory, which is presented in Fig. 4(c) and the text. (b)

The symbols are the linescans of the shadow images recorded on the phos-

phor/CCD screen produced by photoelectrons (R¼ 7.12� 1013 e/m2) at dif-

ferent times. The linescans are fitted with a Gaussian profile (solid lines). A

top-hat profile (dashed line), convoluted with the projection geometry,

is also drawn for comparison. The magnification of the projection imaging

is �33.

FIG. 4. (Color online) (a) The normalized “initial” longitudinal phase space

employed in the N- particle simulations, which is parameterized by a ther-

mal parameter a and scaled by the initial length rzi and momentum spread

rpz. (b) The percentage change in the pulse length rz obtained at 100 ps as a

function of a. (c) The initial longitudinal velocity spread, Dtz(t¼ 0),

obtained by fitting N-particle trajectories to the imaging data depicted

in Fig. 2(a). The extraction field Fa applied is 0 at the five lowest Rs, 0.32

MV/m at 40� 1012 e/m2 and at 70� 1012 e/m2.
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with the initial conditions given by the N-particle refinement,

which correctly predict the trends of the experimental

results. In particular, the increase of rz over R bears a resem-

blance to the power-law, with an exponent c increasing from

0 to near 0.5 (Fig. 3(a), solid line). In contrast, with a con-

stant initial velocity spread of 0.084 lm/ps (the single-

electron limit), while also showing incremental increase of

slope, AGM* results severely underestimate rz(R), as shown

in Fig. 5. The compliance of N-particle simulation and AGM

with our experimental results indicates that the initial elec-

tron velocity spread is crucial for the transient power-law

behavior observed experimentally. As to the cause of the ini-

tial velocity spread, we attribute it to the near-cathode space

charge effect. Note that the space-charge-induced energy

spread has previously been studied for photoemission experi-

ments.35,36,38 These studies mainly investigate the long time

limit of space-charge effect that is different from the short

time behavior, which embodies near-cathode space charge

effect. The robust trend of Dtz(Dt¼ 0) as a function of elec-

tron density in Fig. 4(c), obtained using a range of Fa and F,

shows that neither laser heating (F effect) nor Schottky effect

(Fa effect) is the main cause of photoelectrons gaining initial

velocity spread, indicating primarily a space charge effect in

its origin.

C. Three step model of photoemission

To further understand the near-cathode space charge effect

in the generation of photoelectrons it is instructive to compare

the observed photoelectron dynamics at R¼ 0 limit with

Spicer’s three step model (TSM),37 which has been further

elucidated recently by Jensen30,31,40 and Dowell39 to model

experimental results primarily for the development of free

electron lasers. In TSM, which is designed to treat photoemis-

sion at the single-electron limit, photoexcitation gives a con-

stant energy boost �hx to electrons, while maintaining a

thermal energy spread based on the initial Fermi-Dirac (FD)

distribution, as shown in Fig. 6(a) (note FD width is exagger-

ated here for illustration purpose). To overcome the effective

surface work function Ueff, particle selection is made based on

a cut in momentum space at p0
z , which gives hmax Eð Þ

¼ cos�1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EF þ Ueff

� �
= Eþ �hxð Þ

q
, as depicted in Fig. 6(b).

Here, E is the total energy of the electron before photon

absorption, with Ueff¼UwþUSch, where USch¼ e
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eFa=4pe0

p
is the Schottky value.39 The electron velocity distribution

following photo-absorption can be modeled by tin
z

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 Eþ �hxð Þ=me

p
� cos hð Þ, whose distribution is calculated

using FD statistics and the momentum cut model. The shaded

area marks those electrons with sufficient energy to escape the

cathode surface in the absence of electronic thermalization.

Here, h is the internal emission angle approaching the surface,

which falls in the range [0, hmax], as depicted in Fig. 6(b).

The external velocity distribution can then be calculated

from tin
z by considering the interface refraction: tout

z ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� me tin

z

� �2
=2� EF � Ueff

h i
=me

r
. We want to note that

TSM has been employed successfully to estimate the thermal

emittance for metallic photocathodes to within a factor of 2

agreement with the experimentally determined values.30,39

To provide a self-consistent, near-cathode space charge

model, we first determine the work function Uw of our gold

cathode by comparing the measured initial velocity spread

Dtz(Dt¼ 0) extrapolated to the single-electron limit (R¼ 0)

with the TSM prediction. We use both N-particle simulation

and the TSM analytical model (Eq. (34) in Ref. 39) to estab-

lish the relationship between Dtz(Dt¼ 0) and Uw, as shown

in Fig. 7(a). The agreements are generally good, with small

deviations mainly in the low /w regime, which are sampling

errors due to finite number of electrons (104) used in the N-

particle simulation. We find that convoluting the 0.03 eV

bandwidth of the 50 fs laser pulse to model the initial phase

FIG. 5. (Color online) The symbols represent the experimental longitudinal

pulse length (rz) of the photoelectron pulses with different densities tracked

at different times. The solid line represents the analytical Gaussian model

simulation using the different initial longitudinal velocity spread specified

by Fig. 4(c) and the initial slope of phase space set to 0. The dotted line

represents the analytical Gaussian model simulation using a constant initial

longitudinal velocity spread Dtz(Dt¼ 0)¼ 0.084 lm/ps.

FIG. 6. (Color online) Momentum cut model for selecting electrons for pho-

toemission used in the three step model. (a) The electron energy distribution

before and after photoexcitation. In this model, the electrons are assumed to

escape the cathode surface before thermalization and thus have the same

Fermi-Dirac (FD) energy spread (exaggerated for illustration purpose)

defined at the temperature prior to photoemission. The shaded area (E 	
EFþUeff) represents the electron population that is qualified for photoemis-

sion. (b) The selection of electrons in the three-dimensional momentum

phase space that are qualified for photoemission. The electron must have an

energy larger than EFþUeff, as described in (a); it must also have a mini-

mum longitudinal momentum (p0
z ) to overcome the work function in order

to escape the surface, as specified by the shaded area.

044316-5 Tao et al. J. Appl. Phys. 111, 044316 (2012)



space of photoelectrons does not significantly alter the result.

Based on Dtz(Dt¼ 0)¼ 0.084 6 0.019 lm/ps, we deduce

work function Uw¼ 4.26 6 0.16 eV for the gold photoca-

thode, which is consistent with literature values.24,25 We

note that the initial velocity distribution predicted by the

TSM is anisotropic, as the longitudinal velocity spread is

roughly a factor of two smaller than the transverse velocity

spread. This can be understood with the momentum cut

model in selecting the electrons for photoemission, as shown

in Fig. 6, where the extent of the eligible momentum phase

space for photoemission along the transverse direction (pxy)

is larger than that along the direction perpendicular to the

surface (pz). The N-particle simulation validated here is fur-

ther employed to model the photoelectron dynamics near the

surface to understand the near cathode space charge effect

on the photoemission quantum yield.

D. Space-charge limitation of pulsed photoemission
quantum yield

The strong image charge potential associated with the fs

electron bunch, which is a thin disk during this period, modi-

fies the surface Schottky potential USch for field-assisted emis-

sion, as illustrated in Fig. 8(a). This phenomenon explains

why our experimentally determined field-assisted quantum ef-

ficiency (QE), as depicted in Fig. 8(b), is much smaller than

the single-electron TSM limit,39 which can be calculated fol-

lowing Eq. (3) in Ref. 39 using F and Fa employed in our

experiment. Here, QE is defined as QE¼R/(F/�hx), where F

is the incident laser fluence. The single-electron QE thus

obtained is� 3.0� 10�5 (based on F¼ 5.0 mJ/cm2, the reflec-

tion coefficient R¼ 0.36, the laser absorption depth kopt¼ 9.5

nm,41 and the mean free path of the photo-excited electrons

ke-e¼ 6.5 nm37) and depends strongly on Uw, but weakly on

Fa. To estimate the repulsive dipole potential Udp associated

with image charges, we use an N-particle disk model with an

initial velocity distribution calculated based on the TSM, as

shown in Fig. 7(b). The electron pulse is divided into 5000 sli-

ces, leading to a set of 5000 discs of transverse radius R¼ 100

lm. Due to the pairwise repulsive forces between the slices,

some electron slices return to the photocathode, so we obtain

Resp, which is defined as the ratio of the forward moving elec-

trons relative to the total electrons emitted. In the inset to Fig.

8(b), we plot the results obtained for Uw¼ 4.26 eV, showing

that Resp drops significantly in the first 20 fs, indicating a rapid

return of electrons to the surface. Multiplying the transient

Resp, evaluated at 5 ps, by the TSM QE yields a space-charge-

limited QE in semi-quantitative agreement with experiment.

While the QE can be improved by increasing the applied

excitation photon flux or reducing Uw and/or increasing �hx
to expand the available phase space for photoemission, none-

theless, a fundamental space charge limitation arises when

the surface dipole field associated with emitted electrons

exceeds the extraction field, as has been described by an ana-

lytical virtual cathode model.42 The virtual cathode emission

threshold is determined by treating the emitted electrons as a

sheet of charge density R, which reduces the field at the sur-

face of the cathode according to Fs¼Fa – R/�0. Photoemis-

sion ceases when the applied field Fa is completely screened

(Fs¼ 0), leading to a pulse-length independent emission

threshold RC¼ �0Fa, a threshold that depends linearly on the

extraction field. This simple model predicts a threshold

RC¼ 1.77� 1013 e/m2 at Fa¼ 0.32 MV/m. The analytical

virtual cathode model is tested by our experiment in the fs

photoemission regime. We find a saturation of photoelectron

flux appears nominally at R¼ 7� 1013 e/m2 according to

Fig. 8(c), which is nearly four times larger than the predicted

threshold. The discrepancy may be attributed to the approxi-

mations inherent in the virtual cathode screening field and to

the initial velocity effects that yield photoemission even

when Fa¼ 0, as shown in the inset of Fig. 8(c). Nevertheless

discrepancies remain, and a more sophisticated N-particle

photoemission model is required to replace the analytical

approach to fully account for the virtual cathode effect in the

fs regime.

E. The effect of multi-photon photoemission

It is prudent to examine whether or not the near-cathode

energy spread might be affected by multi-photon photoemis-

sion expected from fs photoexcitation. From the photoemis-

sion quantum efficiency study shown in Fig. 8(c), which is

sub-linear with respect to fluence, we might conclude

that the multi-photon photoemission is not yet prominent in

the fluence regime investigated here. If the multi-photon

photoemission is important, the initial energy spread will sig-

nificantly increase due to the generally much larger excess

energy associated with multi-photon photoionization

(DE¼ n�hx 	 5 eV). From the data presented in Figs. 2(b)

and 4(c), we have not seen an explicit fluence dependence,

FIG. 7. (Color online) (a) The photoelectron velocity

spread in the longitudinal (DtL) and transverse (DtT)

directions. The solid symbols represent results obtained

using N-particle simulation, and the hollow symbols

represents results obtained by integrating the analytical

equation reported in Ref. 39. (b) The longitudinal

velocity distribution of photoelectrons generated by

N-particle simulation based on the three step model.
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which seems to further confirm that the multi-photon ioniza-

tion is a much less effective channel. Nonetheless, we cannot

completely rule out its contribution, albeit being a minor

channel, in increasing the initial energy spread through

thermalization with the low energy electrons from the

single-photon channel. Such an issue is best investigated in a

multi-photon photogun configuration, where the photoemis-

sion is driven using laser pulse with energy less than the

work function of the cathode, where only multi-photon ioni-

zation contributes to the photoemission in the future.

IV. SPACE AND TIME RESOLUTIONS IN ULTRAFAST
ELECTRON DIFFRACTION AND IMAGING SYSTEMS

We have shown, from our ultrafast imaging of electron

pulse generation, the important role of the near-cathode

space charge effect in modifying initial phase space of the

photoelectrons, which dictates the ensuing space charge

dynamics. The energy spreading associated with such an

effect easily exceeds the intrinsic electron energy spread pre-

dicted by the three step model (TSM). This energy spread is

different from a Coulomb-explosion-led one, as the near

cathode space charge effect increases the thermal emittance,

whereas the energy spreading due to the Coulomb explosion

is largely manifested through momentum chirping, not nec-

essarily leading to emittance growth.43,44 This recognition is

important in addressing the space charge effects in the devel-

opment of a high-brightness electron beam system for the

next generation ultrafast electron diffraction (UED) and

microscopy (UEM). According to the studies presented here,

the fundamental limitations for the temporal resolution and

beam brightness would not completely lie in the free space

Coulomb explosion effect, which, albeit being the main con-

tributor for degrading the time resolution in the current UED

systems, could be largely corrected using an RF pulse recom-

pression scheme.

The effectiveness of RF recompression11,14,17,18 to elim-

inate the free space Coulomb explosion effect can be shown

with the N-particle beam dynamics simulation in an electron

optical column incorporating an RF cavity, as depicted in

Fig. 9. While the random pairwise Coulomb interactions

within the electron pulse cause some spill-offs in the chirped

phase space, the majority of the longitudinal phase space

occupied by photoelectron prior to the RF cavity is linear, as

shown in Fig. 9(a). RF field can reverse the chirping to

achieve a temporal refocusing and in the subsequent sample

plane, where the chirp axis becomes vertical to z. We

observed that, similar to transverse focusing characteristics,

choosing a short focal length leads to a higher recompression

ratio at an expense of larger spreading in pz. Recently, such a

recompression scheme has been successfully implemented to

produce an intense (�106 electrons) femtosecond electron

pulse, achieving a recompression ratio better than 100 (from

10 ps to �100 fs)45 without significant lateral compression.

The ultimate limitation for high-brightness beam generation

thus lies in the emittance growth by the near-cathode space

charge effect and the virtual cathode limitation in photoelec-

tron quantum efficiency. Whereas the virtual cathode limita-

tion can be partially alleviated by employing a high

extraction field up to the breakdown limit (practical break-

down limit: DC gun �8 MV/m, RF gun �30 MV/m, and

	100 MV/m for superconducting RF gun), the initial emit-

tance growth inherent at a high charge density, desired for a

high-brightness beam, will likely remain an issue for achiev-

ing high spatial and temporal resolutions in UED and UEM.

FIG. 8. (Color online) (a) Schematic of an extended three step model for

intense photoemission. The net work function U0 is the sum of the Schottky

potential USch, the surface dipole potential Udp, and the intrinsic work func-

tion Uw. (b) The quantum efficiency derived based on modified TSM

(dashed line) for Uw¼ 4.26 eV and the experimental data with a fit to a con-

stant behavior at low field and a linear behavior at high field. (Inset) The

electron escape ratio, Resp, is calculated, including the dipole field of the vir-

tual cathode and its image for Uw¼ 4.26 eV. (c) Electron pulse sheet density

as a function of fluence for high applied field and for zero applied field

(inset).
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To evaluate this fundamental limit, we conduct cali-

brated analytical Gaussian model (AGM)33,34 calculations as

described earlier using initial conditions defined according to

the near-cathode space charge effect elucidated here. We

note that the results from AGM calculation represent the ideal

cases for beam optimization as AGM conserves the beam

emittance, which means that the only limitation for achieving

optimal spatial and temporal focusing in a UEM column is

the initial beam emittance and the RF and electron optical

arrangement for space and time focusing. We first simulate

the temporal resolutions of UED and UEM without incorpo-

rating RF compression and show in Fig. 10(a) that the simula-

tions (symbols) are consistent with the reported ranges of

temporal resolution in UED1,2,6,27 and UEM5,8 systems,

which are shown as rectangular shaded areas, for the respec-

tive Ne per pulse. The difference in time resolution between

UEM (solid squares) and UED (hollow diamonds) comes

from the flight distance chosen here (for UEM, the cathode-

to-sample distance is 70 cm; for UED, it is 5 cm) and differ-

ent beam energy (for UEM, the beam energy is 100 keV; for

UED, it is 30 keV). For low flux applications, single-electron

UEM systems eliminate the space charge effects by incorpo-

rating a high-repetition rate (at 100 MHz level) fs laser trig-

ger; thereby, fs time resolution and high coherence length can

be achieved.5 Nonetheless, the time resolution calculated for

single-electron UED and UEM is fundamentally limited by

the shot-to-shot temporal fluctuation of the photoelectrons,

determined by their intrinsic thermal velocity spread.25,30 In

comparison, we evaluate for high brightness beam genera-

tion, under the idealized AGM scheme, the best scenario for

improving the temporal resolution. We consider an electron

beam column consisting of a 100 keV DC gun, two precom-

pressor magnetic lenses, an RF compressor, an aperture, and

a short-focal-distance (<1 cm) objective lens, as described in

Fig. 10(b) and Table I. The optimization of the beam quality

delivered to the sample plane depends largely on overcoming

the strong interplay between the longitudinal and transverse

degrees of freedom due to the space charge effect. The strong

transverse defocussing induced by intense space charge force

near the focal plane due to longitudinal focusing is compen-

sated by higher strength of the magnetic lens to reach simul-

taneous focusing (longitudinal and transverse). Specifically

here, we consider two regimes of operation. First, for nano-

area diffractive imaging,46 the corresponding beam parameter

requirements are the transverse coherence length LT 	 1 nm

FIG. 9. (Color online) Concept of an electron beam injector column for

ultrafast electron microscope demonstrated using an N-particle simulation of

electron pulse propagation in an electron beam column with an RF cavity.

(a) Phase space adjustment before and after the RF cavity. (b) The corre-

sponding real space pulse profile at each electron optical components. The

simulation is performed using 104 electrons per pulse at 30 keV using the

initial condition a¼ 1, as specified in Fig. 4(a).

FIG. 10. (Color online) (a) Space-charge-limited temporal resolutions in

ultrafast electron diffraction (UED) and microscopy (UEM) systems.

Solid squares and hollow diamonds show the Coulomb-explosion-led pulse

lengthening calculated for 100 keV UEM system (squares) with cathode-to-

sample distance of 70 cm and 30 keV UED system (diamonds) with cathode-

to-sample distance of 5 cm. The rectangular shaded areas depict experimental

resolutions reported in current UED and UEM systems. In comparison, the

solid stars and circles show the improvements in temporal resolution by

employing an RF recompression in the UEM beam column (see panel (b))

optimized for nano-area diffractive imaging (stars) and for single-shot UED

(circles). (b) Photoelectron pulse trajectory along an RF-enabled UEM col-

umn. The shaded regions represent the locations of the electron optical ele-

ments. (c) A scale-up view of the pulse profiles near the sample plane for

nano-area diffractive imaging containing 105 electrons/pulse. An aperture

with radius of 15 lm is employed to thin out the peripheral electrons to

achieve a divergence angle a � 1.7 mrad. The minimum transverse radius

rT is 0.64 lm, and the minimum longitudinal pulse length rL is 0.80 lm. (d)

A scale-up view of the pulse profiles near the sample plane for an

ultrafast single-shot UED containing 108 electrons/pulse. The minimum trans-

verse radius rT is 51 lm, and the minimum longitudinal pulse length rL is

0.88 lm.
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and the electron probe size rT � 500 nm. Such beam charac-

teristics will also be applicable for UEM.2,5,18 Second, for

single-shot ultrafast electron diffraction, we maintain the co-

herence length LT 	 1 nm while the requirement of rT � 500

nm is relaxed, thereby allowing higher electron intensity

(	106 electrons per pulse). Such beam characteristics are

suited for studying the irreversible process.6,22. An optimiza-

tion to simultaneously achieve high lateral coherence LT (	 1

nm) (LT is calculated according to LT¼ ke/2a, where

ke¼ 0.0037 nm is the electron wavelength and a is the half

divergence angle at the sample plane determined based on

a¼DtT/te, where te¼ 1.64� 108 m/sec is the relativistic

electron CoM velocity at 100 keV. To allow for LT 	 1 nm,

the beam’s half divergence angle at the sample plane must

satisfy a � 2 mrad.) and spatial resolution (lateral probe size)

rT (�500 nm) for UEM is demonstrated in Fig. 10(c). Under

this tight simultaneous spatial and temporal focusing require-

ment, achieved by a small aperture in front of the objective

lens to maintain a long coherence length, the available photo-

electrons is reduced to 105 electrons per pulse. On the other

hand, if the lateral confinement is not required, the beam

emittance can be significantly increased under the same con-

straints for maintaining the fs pulse length and high lateral

coherence (at the expense of increasing the lateral size), and

so up to 108 electrons per pulse can be obtained for single-

shot diffraction, as shown in Fig. 10(d). We note the AGM

calculation conducted here incorporates the external field

extension47 developed by Berger and Schroeder to model the

magnetic lenses and the RF cavity. We also consider the

acceleration gap effect, which arises from the difference in

travel time for photoelectrons due to different initial velocity

and space charge effects, leading to an adjustment of momen-

tum distribution of the pulse crossing the acceleration

gap, dpz ¼ ccmec
2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 1
ccþDt2

z =2c2

� �2
r

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 1

cc�Dt2
z =2c2

� �2
r 	 

, where cc

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
1�t2

e=c2
p , te is the electron bunch COM velocity, and Dtz

is the longitudinal velocity deviation at the anode.

While the AGM model provides a rather promising out-

look for the development of an RF- enabled high-brightness

UEM, the technical challenges to achieve the prescribed

spatial and temporal resolutions, as outlined in Fig. 10(a),

cannot be under-estimated. The parameters for achieving the

space-time focusing will likely vary from the optimization

provided by AGM when considering the inhomogeneous

electron bunch, which would develop in a realistic beam sys-

tem from instabilities associated with photoemission and

random pair-wise interactions between electrons (as shown

in Fig. 9) and the nonlinear effects in the RF cavity and the

aberration associated with electron optics. Clocking the RF

field with fs laser pulse to the precision demanded by the

required temporal resolution is needed. Fortunately, these

technologies do exist in the mature fields of electron micros-

copy48 and precision RF-laser syncronization49 and can be

incorporated in the development of RF-enabled UEM. An

efficient multilevel fast multipole approach50 recently devel-

oped to account for arbitrary shape pulse dynamics for RF-

UEM development has shown a great promise to effectively

model the high intensity UEM beam at 	108 e/pulse level

with explicit details of the nonlinear effects. In particular,

the ultrafast shadow imaging probe can be applied to differ-

ent cathode designs and be incorporated at different stages

(before and after the RF cavity) along the column to charac-

terize the transient beam characteristics. Different from other

ultrashort pulse characterization methods,1,51,52 the imaging

probe provides simultaneous full-scale longitudinal and

transverse pulse characterization, which is ideally suited to

directly compare with beam dynamics simulations, thus

forming an experimentally informed optimization scheme in

designing electron optics for future high-brightness UEM

systems.
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