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Chapter 1

Dynamics of Particlesand Fields

1.1 BEAMS AND BEAM PHYSICS

In avery general sense, the field of beam physics is concerned with the analysis
of the dynamics of certain state vectors z. These comprise the coordinates of
interest, and their motion is described by a differential equationd/dt zZ = f(Z,t).
Usualy it is necessary to analyze the manifold of solutions of the differential
eguation not only for one state vector Z" but also for an entire ensemble of state
vectors. Different from other disciplines, in thefield of beam physicstheensemble
of state vectorsis usualy somewhat close together and also stays that way over
the range of the dynamics. Such an ensemble of nearby state vectors is called
abeam.

The study of the dynamics of beams has two important subcategories. the de-
scription of the motion to very high precision over short times and the analysis of
the topology of the evolution of state space over long times. These subcategories
correspond to the historical foundations of beam physics, which lie in the two
seemingly disconnected fields of optics and celestial mechanics. In the case of
optics, in order to make an image of an object or to spectroscopically analyze the
distributions of colors, it isimportant to guide the individual raysin alight beam
to very clearly specified final conditions. In the case of celestial mechanics, the
precise calculation of orbits over short terms is also of importance, for example,
for the prediction of eclipses or the assessment of orbits of newly discovered as-
teroids under consideration of the uncertainties of initial conditions. Furthermore,
celestial mechanics is aso concerned with the question of stability of a set of
possible initial states over long periods of time, one of the first and fundamental
concerns of the field of nonlinear dynamics; it may not be relevant where ex-
actly the earth is located in a billion years aslong as it is still approximately the
same distance away from the sun. Currently, we recognize these fields as just two
specific cases of the study of weakly nonlinear motion which are linked by the
common concept of the so-called transfer map of the dynamics.

On the practica side, currently the study of beamsis important because beams
can provide and carry two fundamentally important scientific concepts, namely,
ener gy and information. Energy hasto be provided through accel eration, and the
significance of thisaspect isreflected in the name accel erator physics, whichis of-
ten used almost synonymously with beam physics. Informationis either generated

1 Copyright (© 1999 by Martin Berz
All rights of reproduction in any form reserved.



2 DYNAMICS OF PARTICLESAND FIELDS

by utilizing the beam’s energy, in which case it is analyzed through spectroscopy,
or it is transported at high rates and is thus relevant for the practical aspects of
information science.

Applications of these two concepts are wide. Thefield of high-energy physics
or particle physics utilizes both aspects of beams, and these aspects are so im-
portant that they are directly reflected in their names. First, common particles are
brought to energiesfar higher than those found anywhere else on earth. Then this
energy is utilized in collisionsto produce particles that do not exist in our current
natural environment, and information about such new particles is extracted.

Inasimilar way, nuclear physics uses the energy of beams to produceisotopes
that do not exist in our natural environment and extracts information about their
properties. It also uses beams to study the dynamics of the interaction of nuclei.
Both particle physics and nuclear physics also re-create the state of our universe
when it was much hotter, and beams are used to artificially generate the ambient
temperature at these earlier times. Currently, two important questionsrelate to the
understanding of the time periods close to the big bang as well as the understand-
ing of nucleosynthesis, the generation of the currently existing different chemical
elements.

In chemistry and material science, beams provide tools to study the details
of the dynamics of chemical reactions and a variety of other questions. In many
cases, these studies are performed using intense light beams, which are produced
in conventional lasers, free-electron lasers, or synchrotron light sources.

Also, great progress continues to be made in the traditional roots of the field of
beam physics, optics, and celestial mechanics. Modern glass lenses for cameras
are better, more versatile, and used now more than ever before, and modern elec-
tron microscopes now achieve unprecedented resolutions in the Angstrom range.
Celestial mechanics has made considerable progress in the understanding of the
nonlinear dynamics of planets and the prospects for the long-term stability of our
solar system; for example, while the orbit of earth does not seem to be in jeop-
ardy at least for the medium term, there are other dynamical quantities of the solar
system that behave chaotically.

Currently, the ability to transport information is being applied in the case of
fiber optics, in which short light pulses provide very high transfer rates. Also,
electron beams transport the information in the television tube, belonging to one
of the most widespread consumer products that, for better or worse, has a signifi-
cant impact on the values of our modern society.

1.2 DIFFERENTIAL EQUATIONS, DETERMINISM, AND MAPS

As discussed in the previous section, the study of beams is connected to the un-
derstanding of solutions of differential equations for an ensemble of related ini-
tial conditions. In the following sections, we provide the necessary framework to
study this question.



DIFFERENTIAL EQUATIONS, DETERMINISM, AND MAPS 3

1.2.1 Existence and Uniqueness of Solutions

Let us consider the differential equation

L 7=F@E0, (1)
where 7' is a state vector that satisfiestheinitial condition z(¢,) = Z . In practice
the vector 2z’ can comprise positions, momenta or velocities, or any other quantity
influencing the motion, such as a particle's spin, mass, or charge. We note that the
ordinary differential equation (ODE) being of first order is immaterial because
any higher order differential equation

av ., (. d -t
can be rewritten as afirst-order differential equation; by introducing the (n — 1)
new variables 2, = d/dtz,Z, = d?/dt*Z,...,Z, 1 = d"1/dt" 12, we have
the eguivalent first-order system

Z Z
d Z1 25
= = . ) 13
it | : 3
271,—1 f(57215-~-72n—1)

Furthermore, it is possible to rewrite the differential equation in terms of any
other independent variable s that satisfies

ds
— 14
7 (1.4)
and hence depends strictly monotonically on ¢. Indeed, in this case we have
d_, d_ dt o dt

Similarly, the question of dependenceon the independent variableisimmaterial
because an explicitly t-dependent differential equation can be rewritten as a ¢-
independent differential equation by the introduction of an additional variable s
with d/dt s = 1 and substitution of ¢ by s in the equation:

d (7 f(z,s)
_ = ’ . 1.
(1) @
Frequently, one studies the evolution of a particular quantity that depends on
the phase space variables along a solution of the ODE. For a given differentiable
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function g (2, t) from phase space into the real numbers (such a function is also
often called an observable), it is possible to determineits derivative and hence an
associated ODE describing its motion via

d .. 7 o )
7IED =F-Vg+ o9=Lg); 17

the differential operator L > is usually called the vector field of the ODE. Other
common names are directional derivative or Lie derivative. It plays an impor-
tant role in the theory of dynamical systems and will be used repeatedly in the
remainder of the text. Apparently, the differential operator can also be used to
determine higher derivatives of g by repeated application of L 7, and we have

n

pret L 79 (1.8)

An important question in the study of differential equations is whether any
solutions exist and, if so, whether they are unique. Thefirst part of the questionis
answered by the theorem of Peano; as long as the function fis continuousin a
neighborhood of (2, ¢o), the existence of a solution is guaranteed at least in a
neighborhood.

The second question is more subtle than one might think at first glance. For
example, itisingrained in our thinking that classical mechanicsis deter ministic,
which meansthat the value of astate at agiventimet, uniquely specifiesthevalue
of the state at any later time ¢. However, thisis not always the case; consider the
Hamiltonian and its equations of motion:

2

H =" +V(q), whereV(q) = —|q|*/? (1.9)

|

quandpzsgn(q)glqll/z’- (1.10)

The potential V' (q) is everywhere continuously differentiable and has an unstable
equilibriumat theorigin; it isschematically showninFig. 1.1. However, aswill be
shown, the stationary point at the origin givesriseto nondeter ministic dynamics.

Tothisend, consider the solutionsthroughtheinitial condition (¢¢, po) = (0, 0)
at t = 0. Wereadily convince ourselves that the trajectory

(¢,p) = (0,0) forall ¢ (1.12)

isindeed a solution of the previous Hamiltonian equations. However, we observe
that for any t.., the trgjectory

(0,0) fort < t.

(@p) = { + (&t —t)h (= t)%) fort>t, (1.12)
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FIGURE 1.1. A nondeterministic potential.

isasolution of the differential equations! This meansthat the particle has achoice
of staying on top of the equilibrium point or, at any time ¢ . it pleases, it can start
to leave the equilibrium point, either toward the left or toward the right. Certainly,
thereis no determinism anymore.

In adeeper sense, the problemis actually morefar-reaching than one may think.
While the previous example may appear somewhat pathological, one can show
that any potential V' (¢) can be modified by adding a second term aW (¢) with
W (g) continuousand |WW (g)| < 1 suchthat for any a, thepotentia V' (¢) +aW (q)
is nondeterministic. Choosing a smaller than the accuracy to which potentials can
be measured, we conclude that determinism in classical mechanicsis principally
undecidable.

In a mathematical sense, the second question is answered by the Picard-
Lindelof Theorem, which asserts that if the right-hand side fof the differential
equation (1.1) satisfies a Lipschitz condition with respect to 2, i.e, thereisa k
such that

|F(Z1,8) = f(Z,8)] <k -[21 = 22 (113)

for al z1, Z; and for all ¢, then there is a unique solution in a neighborhood of
any (20, to) .

Therefore, determinism of classical mechanics can be assured if one axiomat-
ically assumes the Lipschitzness of the forces that can appear in classical me-
chanics. This axiom of determinism of mechanics, however, is more delicate than
other axioms in physics because it cannot be checked experimentally in a direct
way, as the previous example of the potential W shows.
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1.2.2 Maps of Deterministic Differential Equations

L et us assume we are given adeterministic system

d .
—Z = f(Z, 114
dtz (Z’t)7 ( )

which means that for every initial condition 2 at ¢;, there is a unique solution
Z(t) with Z(t1) = 2. For a given time ¢, this alows to introduce a func-
tion My, +, that for any initial condition z'; determines the value of the solution

through (27, ¢;) at the later time ¢-; therefore we have
Z(tQ) = Mtl,tz (2_;1) (115)

The function M describes how individua state space points “flow” as time pro-
gresses, and in the theory of dynamical systemsitisusually referredto asthe flow
of the differential equation. We also refer to it as the propagator (describing how
state space points are propagated), the transfer map (describing how state space
points are transferred), or smply the map. It is obvious that the transfer maps
satisfy the property

Myt = Mig ity © My, 1, (1.16)
where“o” stands for the composition of functions. In particular, we have
T = My, 0 My, 1, (1.17)

and so the transfer maps areinvertible.

An important case is the situation in which the ODE is autonomous, i.e.,
t independent. In this case, the transfer map depends only on the difference
At =ty — t1, and we have

MAat +at, = Mat, o Mag, - (1.18)

An important case of dynamical systems is the situation in which the motion is
repetitive, which means that thereis a At such that

Mt,t+At = Mt+At,t+2At~ (119)

In this case, the long-term behavior of the motion can be analyzed by merely
studying the repeated action of M ;1 a¢. If the motion suits our needs for the
discrete time steps At and occupies a suitable set S of state spaces there, then it
is merely necessary to study once how this set S is transformed for intermediate
times between ¢t and t + At and whether this satisfies our needs. This stroboscopic
study of repetitive motion is an important example of the method of Poincare
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sections, of which there are several varieties including suitable changes of the
independent variables but these always amount to the study of repetitive motion
by discretization.

In the following sections, we embark on the study of one of the most impor-
tant classes of dynamical systems, namely, those that can be expressed within the
frameworks of the theories of Lagrange, Hamilton, and Jacobi.

1.3 LAGRANGIAN SYSTEMS

L et us assume we are given adynamical system of n quantitiesq, . . ., ¢, whose
dynamicsis described by a second-order differential equation of the form

7=F(t,q Q. (1.20)

If there exists afunction L depending on ¢ and 5‘, i.e,

L=L(q,qt), (1.21)
such that the equations
d (0L OL
ol — =0,i=1,... 1.22
e (55) - 5o =0 =t (122

are equivalent to the equations of motion (1.20) of the system, then L is called
a Lagrangian for this system. In this case, equations (1.22) are known as La
grange’s equations of motion. There are usually many advantages if equations of
motion can be rewritten in terms of a Lagrangian; the one that is perhaps most
straightforwardly appreciated is that the motion is now described by a single
scalar function L instead of the n components of F. However, there are other
advantages because Lagrangian systems have special properties, many of which
are discussed in the following sections.

1.3.1 Existence and Uniqueness of Lagrangians

Before we proceed, we may ask ourselves whether afunction L(, q t) awaysex-
ists and, if so, whether it is unique. The latter part of the question apparently has

to be negated because L agrangians are not unique. Apparently with L(q, ij‘, t)

also L(q, 7, t) + ¢, where ¢ isaconstant, isalso aLagrangian for F'. Furthermore,
a constant ¢ can be added not only to L, but also more generally to any func-

tion K (, ¢, t) that satisfies d/dt(0K /07) — 0K /07 = 0 for all choices of ¢ and
¢ . Such functions do indeed exist; for example, the function K (¢, ¢,t) = ¢- ¢
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apparently satisfies the requirement. Trying to generalize this example, one real-

izes that while the linearity with respect to ¢’ is important, the dependence on ¢
can be more general; also, a dependence on time is possible, if it is connected
in the proper way to the position dependence. Altogether, if F' is a three times
differentiable function depending on position ¢'and ¢, then

L d . ~9OF . OF
J

j=1

satisfiesd/dt(OK /6(1’) — 0K /04 = 0; indeed, studying the ith component of the
conditionyields

dt 6q, = 4 ot
d (OF " 9?°F . 9*F
T <%> Z < 9q:0q; ¥ Bq:0t

o~ O L9°F . OF
- Z m 8t8q Z < 94,00 4 9.0t 0. (1.24)

The question of existence cannot be answered in a general way, but fortu-
nately for many systems of practical relevance to us, Lagrangians can be found.
This usually requires some “guessing” for every specia case of interest; many
examplesfor this can be found in Section 1.3.4.

One of the important advantages of the Lagrangian formulation is that it is
particularly easy to perform transformationsto different sets of variables, asillus-
trated in the next section.

1.3.2 Canonical Transformation of Lagrangians

Given a system described by coordinates (¢4, . . ., ¢»), its analysis can often be
simplified by studying it in a set of different coor dinates. One important caseis
motion that is subject to certain constraints; in this case, one can often perform
a change of coordinates in such a way that a given constraint condition merely
means that one of the new coordinates is to be kept constant. For example, if a
particleis constrained to move along acircular loop, then expressing itsmotionin
polar coordinates (r, ¢) concentric with the loop instead of in Cartesian variables
allows the simplification of the constraint condition to the simple statement that
r is kept constant. This reduces the dimensionality of the problem and leads to
a new system free of constraints, and thus this approach is frequently applied
for the study of constrained systems. Currently, there is also an important field
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that studies such constrained systems or differential algebraic equationsdirectly
without removal of the constraints (Ascher and Petzold 1998; Griepentrog and
Marz 1986; Brenan, Campbell, and Petzold 1989; Matsuda 1980).

Another important case is the situation in which certain invariants of the mo-
tion are known to exist; if these invariants can be introduced as new variables,
it again follows that these variables are constant, and the dimensionality of the
system can be reduced. More sophisticated changes of coordinates rel evant to our
goalswill be discussed | ater.

It is worth noting that the choice of new variables does not have to be the
same everywhere in variable space but may change from one region to ancther;
this situation can be dealt with in a natural and organized way with the theory of
manifolds in which the entire region of interest is covered by an atlas, which is
acollection of local coordinate systems called charts that are patched together to
cover the entire region of interest and to overlap smoothly. However, we do not
need to discuss these issues in detail.

Let a Lagrangian system with coordinates (qi,...,q,) be given. Let
(@Q1,-..,Q,) be another set of coordinates, and let Q be the transformation
from the old to the new coordinates, which is allowed to be time dependent, such
that

Q=971 (1.25)
The transformation Q is demanded to be invertible, and hence we have
7=07'(Q,1); (1.26)

furthermore, let both of the transformations be continuously differentiable. Alto-
gether, the change of variables constitutes an isomorphism that is continuously
differentiable in both directions, a so-called diffeomor phism.

In the following, we will often not distinguish between the symbol describing
the transformation function Q@ and the symbol describing the new coordinates Q
if it is clear from the context which one is meant. The previous transformation
eguations then appear as

— —

Q= Q(qt) and 7= q(Q, 1), (1.27)

where @ and § on the left side of the equations and inside the parentheses denote
n-tuples, whilein front of the parentheses they denote functions. While thislatter
convention admittedly has the danger of appearing logicaly paradoxical if not
understood properly, it often simplifies the nomenclature to be discussed later.

If the coordinates transform according to Eq. (1.25), then the corresponding

time derivatives Q transform according to

09

0 = 3%(Q)(@.0) - 7+ 5, (129
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and we obtain the entire transformation M from (g, ¢) to (G, @) as

@) _ o) o
( d ) - ( Jac(Q)(q,t) - 7+ 0Q/0t > = M(7,q,1). (1.29)

It is a remarkable and most useful fact that in order to find a Lagrangian that

describes the motionin the new variables ¢ and § from the L agrangian describing
themotioninthevariablesq’ and ¢, it isnecessary only to insert the transformation

rule (Eq. 1.26) as well as the resulting time derivative ¢ = ¢(J, @, t) into the

Lagrangian, and thus it depends on J and § . We say that the Lagrangian is
invariant under a coordinate transformation. Therefore, the new Lagrangian
will be given by

-

M(G.G.t) = L(@(@.0), 7 (3.G.1).1), (1.30)
or in terms of the transformation maps,
M=LM YandL = M(M). (1.31)

In order to provethis property, let usassumethat L = L(q, (j’, t) isaLagrangian
describing the motion in the coordinates ¢, i.e.,

d (OL oL

yield the proper equations of motion of the system.
Differentiating Egs. (1.25) and (1.26) with respect to time, as is necessary for
the substitution into the Lagrangian, we obtain

I
Q-

@ =d(@q.t)
7=qa,q1). (1.33)
We now perform the substitution of Egs. (1.26) and (1.33) into (1.30) and let
M(G, 3, t) bethe resulting function; that is,
M(G,d,t) = L(@(@,1),7 (@, G, 1), 1). (134)
The goal is now to show that indeed
d (OM oM .
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Wefixaj:1<j <n.Then

8M_§:6_Lc‘)qi

= - (1.36)
0Q; = 94 0Q;
and
oL 0g; oL 0g;
1.3
Z 8(]@ 8@1 lX: 8(]@ 8@1 ( 7)
Thus,
dom _d Z OL diy
dt oQ,;  dt 94; 0Q)
s (18_L> 04 Z (g 04 )
= dt 0¢; = 0q¢; \ dt an
Note that from
Z O 6q’ (1.39)
k=

we obtain d¢; /0Q; = dq;/dQ ;. Hence,
d OM d OL\ Jq; oL d ([ Og;
@ . 1.
dt aQ Z (dt aql> aQJ lz: 8qi dt <6QJ> ( 39)

However, using Eq. (1.32), wehave d/dt(0L/d¢;) = OL/0q;. Moreove,

i aqz Xn: 6 qi ' a qi
dt 9Q); anaQ] T 50,0t

8(]1 8%
a5 (Z %)

_ 0 (4 \_ 9
~oQ; \at’) T 8Q;
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Therefore,
d OM <~0L 0g; ~= 0L 0g;
— =) ot ) o
dt 0Q); ; 0q; 0Q; ; 0¢; 0Q;
_ oM
oQ;’
and thus
d [ OM oM
— | =— ) -==0forj=1,...,n, 1.40
dt <an> 0Q; J " (1.40)

which we set out to prove. Therefore, in Lagrangian dynamics, the transforma
tion from one set of coordinates to another again leads to Lagrangian dynamics,
and the transformation of the Lagrangian can be accomplished in a particularly
straightforward way by mere insertion of the transformation equations of the co-
ordinates.

1.3.3 Connection to a Variational Principle

The particular form of the Lagrange equations (1.22) is the reason for an interest-
ing cross-connection from the field of dynamical systemsto thefield of extremum
problems treated by the so-called calculus of variations. As will be shown, if
the problem is to find the path ¢(t) with fixed beginning ¢(¢t1) = ¢ and end
q(t2) = ¢> such that the integral

to .

I= / L(qt),q(t),t) dt (1.41)
t1

assumes an extremum, then as shown by Euler, a necessary condition is that

indeed the path ¢(t) satisfies

d (0L oL .
%(8_@)_3_%_0’2_1’”"”’ (1.42)

which are just Lagrange’s equations. Note that the converse is not true: The fact
that a path ¢(t) satisfies Eq. (1.42) does not necessarily mean that the integral
(1.41) assumes an extremum at (¢).

To show the necessity of Eq. (1.42) for the assumption of an extremum, let
¢(t) be a path for which the action fttf L(q,q,t) dt is minimal. In particular,
this implies that modifying ¢ slightly in any direction increases the value of the
integral. We now select n differentiable functionsn;(t), 1 < j < n, that satisfy

nj(tl,Z) =0forl < 71 <n. (143)
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Then, we define a family of varied curvesvia
gi(t,a) = q(t) + an;(t) - €. (1.44)

Thus, in ¢;, a variation only occurs in the direction of coordinate j; the amount
of variation is controlled by the parameter «, and the value a = 0 corresponds
to the original minimizing path. We note that using Egs. (1.43) and (1.44), we
have gj(t12,a) = qi» for 1 < j < n, and thus al the curves in the family
go through the same starting and ending points, as demanded by the requirement
of the minimization problem. Because ¢; minimizes the action integral, when
¢+ an; - €; issubstituted into the integral, a minimum is assumed & « = 0, and
thus

d [t

0= —
do fy,

L(q;(t, ), q; (t,a),t) dt|  foral 1< j<m (1.45)

a=0

Differentiating the integral with respect to «, we obtain the following according
tothechainrule:

d t2 . ts
L((t, ), §;(t, @), 1) dt:/

da [y, t

<8L oL .

—n; + =—1; ) dt. 1.46
6%_77] aqjm) ( )

However, viaintegration by parts, the second term can be rewritten as

2] t
2 d 8L>
— — | = i dt. 1.47
. /t dt <aqj nj ( )

1

oL, . _ OL
t 5%'77] 3%‘17]

Furthermore, since all the curves go through the same starting and ending points,
we have

=0. (1.48)

Thus, we obtain

d [P
% tl

OL d 0L

. ta
L(q; 7 = — — ——— | np;dt. (14
(qi(t,a),q;(t, a),t) dt 11@% ﬁ%)mm (1.49)

This condition must be true for every choice of n; satisfying n;(t1,2) = 0, which
can only be the caseif indeed

oL d oL _

b diDg, " 0. (1.50)
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1.3.4 Lagrangians for Particular Systems

In this section, we discuss the motion of some important systems and try to assess
the existence of a Lagrangian for each of them. In al cases, we study the motion
in Cartesian variables, bearing in mind that the choice of different variables is
straightforward according to the transformation properties of Lagrangians.

Newtonian Interacting Particles and the Principle of Least Action

We begin our study with the nonrelativistic motion of a single particle under
Newtonian forces derivablefrom time-independent potentials, i.e., thereisa V' (%)
with ' = —VV. The Newtonian equation of motion of the particleis

F=mz2. (1.51)
We now try to “guess’ aLagrangian L(Z, ;?, t). It seems natural to attempt to ob-

tain m;, from d/dt (0L /0iy,) and Fy, from L /0x;, for k = 1,2, 3, and indeed
the choice

) 1 .2
L(Z,%Z,t) = 3m T —V(Z) (1.52)
yieldsfor k = 1,2, 3 that
d OL . oL oV
%a—m_mmk anda—xk——a—m—Fk- (1.53)

Thus, Lagrange’s equations

d oL 0L
05 o - 0,k=1,2,3 (1.54)
yield the proper equations of motion.

Next, we study the nonrelativistic motion of asystem of IV interacting parti-
clesin which the externa force F; on theith particle is derivable from a potential
Vi(Z;) and the force on theith particle dueto the jth particle, F‘ﬂ isalso derivable
from a potential V;; = Vj;(|1Z; — 2;|). That is,

F,=-VV, (1.55)

Fji = ViV =V, Vj; = ViV = —Fy, (1.56)

where V, acts on the variable .. Guided by the case of the single particle, we
attempt

DN | =

L=y

i=1

N
m; ¥ Zvim) = ViillE - &) (1.57)
=1

i<j
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Denoting the first term, often called the total kinetic energy, as T', and the second
term, often called the total potential, as V', we have

L=T-V. (1.58)

Let z; and &;; denote the kth components of the ith particle’s position and
velocity vectors, respectively. Then,

oL Vs
8&71'71@ o 8xzk Z 8&71'71@

=Fip+ ZFji,k,

J#i

where F; ;. and F}; ;, denote the kth components of F; and F};, respectively. On
the other hand,

oL

B = mTs k- (1.59)
Thus,
%aifk - a?;ik =0 (160
isequivalent to
m&ip = Fip + Z Fji k. (1.61)
J#i
Therefore,
%ai—ik—ai—ikzomrkzl,z?, (1.62)
isequivalent to
m fzz ﬁz + Z ﬁji: (1.63)
J#i

which is the proper equation of motion for the ith particle.

Considering the discussion in the previous section and the beauty and compact-
ness of the integral relation (Eq. 1.41), one may be led to attempt to summarize
Newtonian motion in the so-called principle of least action by Hamilton:
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All mechanical motion initiating at (¢1, ¢1) and terminating at (¢2,¢>) occurs such
that it minimizes the so-called action integral

I= /t " L), i), 1) dt. (1.64)

In this case, the axiomatic foundation of mechanics is moved from the some-
what technical Newtonian view to Hamilton's least action principle with its mys-
terious beauty. However, many caveats are in order here. First, not all Newtonian
systems can necessarily be written in Lagrangian form; as demonstrated above,
obtaining a Lagrangian for a particular given system may or may not be possible.
Second, as mentioned previously, Lagrange’'s equations alone do not guarantee
an extremum, let alone a minimum, of the action integral as stated by Hamilton's
principle. Finally, it generally appears advisable to select those statements that
are to have axiomatic character in a physicstheory in such away that they can be
checked as directly and as comprehensively as possible in the laboratory. In this
respect, the Newton approach has an advantage because it requires only a check of
forces and accelerationslocally for any desired point in space. On the other hand,
the test of the principle of least action requires the study of entire orbits during
an extended time interval. Then, of all orbitsthat satisfy ¢(t1) = ¢1, apractically
cumbersome preselection of only those orbits satisfying ¢(t2) = ¢ is necessary.
Finally, the verification that the experimentally appearing orbits really constitute
those with the minimum action requires an often substantial and rather nontrivial
computational effort.

Nonrelativistic Interacting Particles in General Variables

Now that the motion of nonrelativistic interacting particles in Cartesian variables
can be expressed in terms of a Lagrangian, we can try to express it in terms of
any coordinates  for which J(Z) is a diffeomorphism, which is useful for a
very wide variety of typical mechanics problems. All we need to do is to express
L =T — V interms of the new variables, and thus we will have

L(G.G) =T(3.G) - V(). (1.65)

Without discussing specific examples, we make some general observations about

the structure of the kinetic energy term T'((, @) which will be very useful for
later discussion. In Cartesian variables,

T(éz)zz—'j;g:%.f. -7, (1.66)
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wherethe m;’s are now counted coordinatewise such that m; = ms = ms areadl
equal to the mass of thefirst particle, etc. Let the transformation between old and
new variables be described by the map M, i.e., §(&) = M(Z). Then in another
set of variables, we have

G =Jac(M)- 7. (1.67)

Since by requirement M is invertible, so is its Jacobian, and we obtain i=
Jac(M)~! -G, and s0

- -t
T@)=5-G oG (169

where the new “mass matrix” Mg hasthe form

miy 0

t

Mg = (Jac(M)™1)" - Jac(M) L. (1.69)

0 msanN

We observe that the matrix MQ is again symmetric, and if none of the original
masses vanish, it is also nonsingular. Furthermore, according to Eq. (1.68), in
the new generalized coordinates the kinetic energy is a quadratic form in the

generalized velocities §.

Particles in Electromagnetic Fields

We study the nonrelativistic motion of a particle in an electromagnetic field. A
discussion of the details of a backbone of electromagnetic theory asit is relevant
for our purposesis presented bel ow. The fields of mechanics and electrodynamics
are coupled through the L orentz for ce,

F =e(E+# xB), (1.70)

which expresses how el ectromagnetic fields affect the motion. In this sense, it has
axiomatic character and has been verified extensively and to great precision. From
the theory of electromagnetic fields we need two additional pieces of knowledge,
namely, that the electric and magnetic fields £ and B can be derived from poten-
tials ¢(Z, t) and A(Z, t) as
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and
B=V xA.

The details of why thls is indeed the case can be found below. Thus, in terms of
the potentials ¢ and A, the Lorentz force (Eq. 1.70) becomes

F=e (—%—%—‘?Jr:}:«‘x(ﬁxj)). (1.71)
Thus, the kth component of the forceis
(0 A (o (e i
Fo=e <—8—%—W+(xx(vXA))k>. (1.72)

However, using the common antisymmetric tensor ¢ ;. and the Kronecker d;;, we
see that

(# % (¥ ff))k
Zz;s”k;rz (ﬁ X ff)j = ;s”kmz %;éflmj%

. 0An, 2 . 0An,
= Ekii€Clmili—(~ = Ekij O 6im - 5~m5i Ti—(
Z;l:m kig€imidi g ”Z:m( kij)” (Okt km0it) i
_ 2 (5 04i 04k , 0Ai . 04k
= ZXJ: (5kz]) <xz Dz T o ) = Xl: <1'z Er T; oz )
_i(4.j)_(4.§),4 (1.73)
= 6a:k T k- .
On the other hand, the total time derivativeof A, is
dAr  0Ag L o=
o o + (£ -V)Ay. (1.74)
Thus, Eg. (1.73) can be rewritten as
o — = _ 6 I =, dAk aAk
(wx(VxA))k_aTk(x A- =t 2k (1.75)

Substituting Eq. (1.75) in EQ. (1.72), we obtain for the kth component of theforce

_ 0 oo dAg
Fp,=e <_6—l’k(¢_ z-A)— W) . (1.76)
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While this initally appears to be more complicated, it is now actually easier to
guess a Lagrangian; in fact, the partial 9/0x, suggests that ¢p— & -A isthe term
responsible for the force. However, because of the velocity dependence, thereis
also acontributionfromd/dt(9 /01 ); thisfortunately produces only the required

term dAy /dt in Eq. (1.76). Theterms m Z can be produced as before, and alto-
gether we arrive at

. .2 - .
L(,%,t) = %m 7 o—e(T,t) +eA(# 1) T (1.77)

Indeed, d/dt(0L/0xy) — OL/0xy, = Ofordl k = 1,2,3 isequivaentto Fj, =
miy, foral k = 1,2,3, and hence Lagrange’s equations yield the right Lorentz
force law.

It is worthwhile to see what happens if we consider the motion of an ensem-
ble of nonrelativistic interacting particles in an electromagnetic field, where the
interaction forces fﬂz # j, are derivable from potentids V;; = V;; (|17 — &;]).
From the previous examples, we are led to try

N, o, N N X
L=>Y" 3™Mi T; = Y eiti(@it) + Y e dy(T, 1) T 5 > Vi (178)
i=1 i=1 i=1 i#j=1

Indeed, in this case d/dt(OL /0%, ) — OL/0x;, = 0 isequivalent to m;i; , =
Fik + 32 Fjix, and therefore

d OL OL
— — =0fordl k=1,2 1.79
dt 8.7'51'7]4, 8.7:1'7]4, 0 2,3 ( )
is equivalent to
m; Z= F; + Z Fy, (1.80)
J#i

which again yield the right equations of motion for the ith particle.

Now we proceed to relativistic motion. In this case, we restrict our discussion
to themotion of asingle particle. Thesituation for an ensembleis much more sub-
tle for avariety of reasons. First, the interaction potentials would have to include
retardation effects. Second, particles moving relativistically also produce compli-
cated magnetic fields; therefore the interaction is not merely derivable from scalar
potentials. In fact, the matter is so complicated that it is not fully understood, and
there are even seemingly paradoxical situations in which particles interacting
relativistically keep accelerating, gaining energy beyond bounds (Parrott 1987;
Rohrlich 1990).
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As afirst step, let us consider the relativistic motion of a particle under forces
derivable from potentials only. The equation of motion is given by

., d ma;:'
F=—r| ——— . (1.81)
dt (\/ 1— ;1;6’2 /02>

. -2
Wetry to find aLagrangian L(Z, ¥) such that 0L/0xy, yiddsmiy/\/1— & /c?
and 0L /0x}, givesthe kth component of theforce, Fy., fork = 1,2,3. Let

. -2
L(Z,Z,t) = —mc*\1— & [c2 — V(&,1). (1.82)

Differentiating L with respectto =, k = 1,2, 3, we obtain

oL OV

S = e = B (1.83)

Differentiating L with respect to @, k = 1,2, 3, we obtain

L2\ —1/2
oL o1 1 i —21y,
O, me 2 c? c?

m;i:k

S - (1.84)
V1-% /e

Thus, Lagrange’'s equations yield the proper equation of motion.

Next we study the relativistic motion of a particle in a full electromagnetic
field. Based on previous experience, we expect that we merely have to combine
the terms that lead to the Lorentz force with those that lead to the relativistic
version of the Newton accel eration term, and hence we are led to try

2 S
L=-mc®\1-% /2+ed -A—eg, (1.85)

where ¢ isascaar potential for the electric field and Alisavector potential for the
magnetic field. Since the last term does not contributeto d/dt(0L /0% ), the ver-
ification that the Lagrangian is indeed the proper one follows like in the previous
examples.

1.4 HAMILTONIAN SYSTEMS

Besides the case of differential equations that can be expressed in terms of aLa-
grangian function that was discussed in the previous section, another important
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class of differential equations includes those that can be expressed in terms of a

so-called Hamiltonian function. We begin our study with the introduction of the
2n x 2n matrix J that hasthe form

; 0
()

where I is the appropriate unity matrix. Before proceeding, we establish some
elementary properties of the matrix .J. We apparently have

O~

> , (1.86)

A~ A A

Jt=—J, J-Jt=1,andJ ' = Jt = —J. (1.87)
From the last condition one immediately sees that det( J) = +1, but we also
have det(.J) = +1, which follows from simple rules for determinants. We first
interchange row 1 with row (n + 1), row 2 with row (n + 2), etc. Each of these
yields afactor of —1, for atotal of (—1)™. We then multiply the first n rows by
(—1), which produces another factor of (—1)™, and we have now arrived at the
unity matrix; therefore,
0

det .

(2

)= oa( 7

— (-1 (-1 et

O~
~> O
N———

> Ny

? ) =1 (1.88)

We are now ready to define when we call asystem Hamiltonian, or canonical.
Let us consider adynamical system described by 2n first-order differential equa-
tions. For the sake of notation, let us denote the first n variables by the column
vector ¢ and the second n variables by p, so the dynamical system has the form

d(qd\_p(d
L(o)or(1). -

The fact that we are apparently restricting ourselves to first-order differential
eguationsis no reason for concern: As seenin Eq. (1.3), any higher order system
can be transformed into a first-order system. For example, any set of n second-
order differential equations in ¢ can be transformed into a set of 2n first-order
differential equations by the mere choiceof p'= ¢. Similarly, in principle an odd-
dimensional system can be made even dimensional by the introduction of a new
variable that does not affect the equations of motion and that itself can satisfy an
arbitrary differential equation.

We now call the system (Eqg. 1.89) of 2n first-order differential eguations
Hamiltonian, or canonical if there exists afunction H of ¢ and 5 such that the
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function ' is connected to the gradient (0H /9§, 9H /dp) of the function H via

—

— q s ) N t
F< ﬁ> = J - (0H/8§,0H/0p)" . (1.90)

Inthis case, we call the function H aHamiltonian function or aHamiltonian
of the motion. The equations of motion then of course assume the form

%(g)Zj(ggfgg)- (1.91)

Written out in components, this reads

d , OH

Eq = o5 (1.92)
and

d , 0H

Ep =07 (1.93)

In the case that the motion is Hamiltonian, the variables (¢, p) are referred to
as canonical variables, and the 2n dimensional space consisting of the ordered
pairs Z = (q,p) is called phase space. Frequently, we also say that the j are
the conjugate momenta belonging to ¢, and the ¢ are the canonical positions
belonging to 5.

Note that in the case of Hamiltonian motion, different from the Lagrangian
case, the second variable, 7, is not directly connected to ¢ by merely being the
time derivative of ¢, but rather plays a quite independent role. Therefore, there
is often no need to distinguish the two sets of variables, and frequently they are
summarized in the single phase space vector z' = (¢, p). While this makes some
of the notation more compact, we often maintain the convention of (¢, p) for the
practical reason that in this case it is clear whether vectors are row or column
vectors, the distinction of which isimportant in many of the later derivations.

We may also ask ourselves whether the function H (g, p, t) has any special sig-
nificance; while similar to L and mostly a tool for computation, it has an inter-
esting property. Let (¢(¢), p(t)) be a solution curve of the Hamilton differential
equations; then the function H (¢(t), p(t), t) evolving with the solution curve sat-
isfies

@ 05 a&t " op dt ' o
_OH OH OH OH 0OH O0H
9 o5 o5 o7 "ot ot

dH _0H di OH dj OH

(1.94)
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Therefore, in the special case that the system is autonomous, the Hamiltonian is
apreserved quantity.

1.4.1 Manipulations of the Independent Variable

As will be shown in this section, Hamiltonian systems allow various convenient
manipul ations connected to the independent variable. First, we discuss a method
that allows the independent variable to be changed. As shown in Eq. (1.5), in
principle this is possible with any ODE; remarkably, however, if we exchange ¢
with a suitable position variable, then the Hamiltonian structure of the motion
can be preserved. To see this, let us assume we are given a Hamiltonian H =
H(q,p,t) and suppose that in the region of phase space of interest one of the
coordinates, e.g., g1, is strictly monotonic in time and satisfies

dq,
a #0 (1.95)

everywhere. Then each value of time corresponds to a unique value of ¢, and
thusit is possible to use ¢; instead of ¢ to parametrize the motion.

We begin by introducing a new quantity called p;, which is the negative of the
Hamiltonian, i.e.,

pr = —H. (1.96)
We then observe that
0 O0H .
9P _ 97 _ 4 40, (1.97)
Op1 Op1

which according to the implicit function theorem, entails that for every value of
thecoordinatesqy, g, .. ., qn, P2, . - ., Pn, t, it ispossibleto invert the dependence
of p; on p; and to obtain p; as a function of p;. In this process, p; becomes a
variable; in fact, the canonical momentum p,; belongsto the new position variable
t. Also, the motion with respect to the new independent variable ¢, will be shown
to be described by the Hamiltonian

K(tqu, <oy Qny, Pty P2y - ,pn,ql) = _pl(t,Q2, ceyQny Pty P2y - ,pn;ql)-
(1.98)

We observe that by virtue of Eq. (1.97), we have

0K 8}71 1 dt
C_ Om _ 1 _ dt 1.99
Opy Opr @ dq (1.99)
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Because K is obtained by inverting the relationship between p; and py,
it follows that if we reinsert p;(qi,..., ¢, P1,--->Pn,t) = —H(qi,...,qn,
P1,---,Pn,t) into K, al the dependencies on t,qs,...,qn, Pt, P2, - - Pns 1
disappear; so if we define

I= K(t7q27 .- '7Q’napt(QI7 s lns Pty - - 7pn7t)7p27 s 7pn7q1) ’ (1100)

then in fact
I=—p;. (1.101)
In particular, this entail s that

0l OK OK Op;
=— =——4 .= fork=2,..., 1.102
Oqr  Oqr  Op: Ogqy " ( )
0 0K 0K . Opt

= =4 — fork=2,...,n 1.103
Opr.  Opr  Opy Opy ( )

From Eq. (1.102), it follows under utilization of Eq. (1.99) that

0K 0K %_1 OH dt.%

Oq, — Opy Oar 41 Oqr  dqr dt

:_%fork:z...,n, (1.104)
dq,

and similarly

OK _ OK Opy _ 1 OH _ dt da
opr. ~ Opt Opr
_ da

B dq

@ Ope  dqi di

fork=2,...,n. (1.105)

Sincewe also have 0 = 0I/0t = 0K /dp: - Op: /Ot + OK /Ot it follows using
Eqg. (1.94) that we have

0K 0K Op; dt dH dH
el el s S el 1.106
ot Op; Ot dg1 dt dq, ( )
Together with Eq. (1.99), Egs. (1.104), (1.105), and (1.106) represent a set of
Hamiltonian equationsfor the Hamiltonian K (¢, g2, - - -, Gn, Pty P2, - - -, P> @1 ), 1N
which now ¢, playstherole of the independent variable. Thus, the interchange of
t and q; iscomplete.
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Next, we observe that it is possible to transform any nonautonomous Hamil-
tonian system to an autonomous system by introducing new variables, similar to
the case of ordinary differential equationsin Eq. (1.6). In fact, let H({,p,t) be
the 2n-dimensional time-dependent or nonautonomous Hamiltonian of a dynam-
ical system. For ordinary differential equations of motion, we remind ourselves
that all that was needed in Eq. (1.6) to make the system autonomouswas to intro-
duce anew variable s that satisfies the new differential equation d/dts = 1 and
the initia condition s (tg) = to, which has the solution s = t and hence alows
replacement of all occurrences of ¢ in the origina differential equationsby s.

In the Hamiltonian picture it is not immediately clear that something similar
is possible because one has to assert that the resulting differential equations can
somehow be represented by a new Hamiltonian. It is also necessary to introduce
amatching canonical momentum p ,; to the new variable s, and hence the dimen-
sionality increases by 2. However, now consider the autonomous Hamiltonian of
2(n + 1) variables

A

H(q,s,p,ps) = H(q,P,3) + ps. (1.107)

The resulting Hamiltonian equations are

%qi:%H:%H fori=1,....n (1.108)
%pi:_%H:_%ﬁ fori=1,...,n (1.109)
%S - 6?95 i (1.110)
Ry R (L111)

The third eguation ensures that indeed the solution for the variable s iss = ¢, as
needed, and hence the replacement of ¢ by s in thefirst two equations leads to the
same equations as previously described. Therefore, the autonomous Hamiltonian
(Eqg. 1.107) of 2(n + 1) variables indeed describes the same motion as the orig-
inal honautonomous Hamiltonian of 2n variables H. The fourth equation is not
primarily relevant since the dynamics of p, do not affect the other equations. It
is somewhat illuminating, however, that in the new Hamiltonian the conjugate of
the time can be chosen as the old Hamiltonian.

The transformation to autonomous Hamiltonian systems is performed fre-
quently in practice, and the 2(n + 1) dimensiona space (7, s, 7, ps) isreferred to
asthe extended phase space.

In conclusion, we show that despite the unusual intermixed form characteristic
of Hamiltonian dynamics, thereisarather straightforward and intuitive geometric
inter pretation of Hamiltonian motion. Tothisend, let H bethe Hamiltonian of an
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FIGURE 1.2. Contour surfaces of the Hamiltonian.

autonomous system, either originally or after transition to extended phase space,
with the egquations of motion

d(4q\_; (0H/OF
dt ( ﬁ) =7 ( 6H/6ﬁ> ' (1.112)
Then, we apparently have that

(OH /07, 0H ) - % ( Zq; ) (1.113)

— (9H/8q,0H)Op) - J - < ggﬁgg > 0. (1114

Thus, the direction of the motion is perpendicular to the gradient of H and
is constrained to the contour surfaces of H. Furthermore, the velocity of motion
is proportional to the magnitude |(0H /04, 0H/Jp)| of the gradient. Since the
distance between contour surfaces is antiproportional to the gradient, thisis rem-
iniscent to the motion of an incompressible liquid within a structure of guidance
surfaces. The surfaces can never be crossed, and the closer they lie together, the
faster the liquid flows. Figure 1.2 illustrates this behavior, which is often useful
for an intuitive understanding of the dynamics of a given system.

1.4.2 Existence and Uniqueness of Hamiltonians

Beforewe proceed, we first try to answer the question of existence and uniqueness
of aHamiltonian for a given motion. Apparently, the Hamiltonian is not unique
becausewith H, a'so H + ¢, where ¢ isany constant, it yields the same equations
of motion; aside from this, any other candidate to be a Hamiltonian must have
the same gradient as H, and this entails that it differs from H by not more than
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a constant. Therefore, the question of uniqueness can be answered much more
clearly than it could in the Lagrangian case.

The sameistruefor the question of existence, at least in a strict sense: In order
for Eq. (1.90) to be satisfied, since J ! = —.J, it must hold that

OH/OG \ _~a( d\_ _; g d
(aH/aﬁ>—G<ﬁ>— JF<ﬁ>. (1.115)

This, however, is a problem from potential theory, which is addressed in detall
later. In Eq. (1.300) it is shown that the condition G ;/0x; = 0G;/0x; for all
i, j is necessary and sufficient for this potential to exist. Oncethesen - (n — 1)/2
conditions are satisfied, the existence of a Hamiltonian is assured, and it can even
be constructed explicitly by integration, much in the same way as the potential is
obtained from the electric field.

In a broader sense, one may wonder if a given system is not Hamiltonian
whether it is perhaps possible to make a diffeomorphic transformation of vari-
ables such that the motion in the new variables is Hamiltonian. This is indeed
frequently possible, but it is difficult to classify those systems that are Hamilto-
nian up to coordinate transformations or to establish a general mechanism to find
a suitable transformation. However, a very important special case of such trans-
formations will be discussed in the next section.

1.4.3 The Duality of Hamiltonians and Lagrangians

As we mentioned in Section 1.4.2, the question of the existence of a Hamiltonian
to a given motion is somewhat restrictive, and in general it is not clear whether
there may be certain changes of variables that will lead to a Hamiltonian system.
However, for the very important case of Lagrangian systems, there is a trans-
formation that usually alows the construction of a Hamiltonian. Conversely, the
transformation can al so be used to construct a L agrangian to a given Hamiltonian.
This transformation is named after Legendre, and we will develop some of its
elementary theory in the following subsection.

Legendre Transformations

Let f beareal function of n variables Z that is twice differentiable. Let G = V f
be the gradient of the function f, which is a function from R™ to R™. Let G be
adiffeomorphism, i.e., invertible and differentiable everywhere. Then, we define
the L egendretransformation £( f) of thefunction f as

L(f)y=G1-T—f(G™). (1.116)

Here, I is the identity function, and the dot “-” denotes the scalar product of
vectors.
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L egendre transformations are a useful tool for many applications in mathemat-
icsnot directly connected to our needs, for example, for the solution of differential
equations. Of all theimportant properties of L egendretransformations, we restrict
ourselvesto the observation that if the Legendre transformation of f exists, then
the Legendre transformation of £( f) exists and satisfies

LL(f) = f. (1.117)
Therefore, the L egendretransformation isidempotent or self—Lmerse. To show
this, we first observe that al partials of £(f) must exist since G was required to
be a diffeomorphism and f is differentiable. Using the product and chain rules,
we then obtain from Eq. (1.116) that

VL(f) =Jac(G) - T+ G —G(G™Y) - Jac(GY)

=G (1.118)
and so
cE) = (G " T-Ln(@ )
=G T-2(fH)(G)
=G-IT-T-G+f=1, (1.119)
asrequired.

Legendre Transformation of the Lagrangian

We now apply the Legendre transformation to the Lagrangian of the motion in

a particular way. We will transform all (f variables but leave the original ¢ vari-
ables unchanged. L et us assume that the system can be described by aLagrangian

L(q, (j, t), and the n second-order differential equations are obtained from La-
grange’s equations as

d (0L OL
— — = ,=1,....n. 1.12
ﬁ(@) 0=t (1.120)

In order to perform the Legendre transformation with respect to the variables ¢,
we first perform the gradient of L with respect to ¢; we call the resulting function

-

7= (p1,p2,- .., pn) and thus have

_ OL(Z.4.t)

; ] 1.121
j2 4 ( )
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The p; will play therole of the canonical momentabelongingto ¢;. The Legendre
transformation exists if the function 5/ ¢) is a diffeomorphism, and in particular if
it isinvertible. In fact, it will be possible to obtain a Hamiltonian for the system
only if this is the case. There are important situations where this is not so, for
example, for the case of the relativistically covariant Lagrangian.

If p(q) is a diffeomorphism, then the Legendre transformation can be con-
structed, and we define the function H (g, p) to be the Legendre transformation
of L. Therefore, we have

H(q,p) = LIL)(G,P) = 4©) - F— L, 7). 1) (1.122)

As we shall now demonstrate, the newly defined function H actually does play
the role of a Hamiltonian of the motion. Differentiating H with respect to an as
yet unspecified arbitrary variable a, we obtain by the chain rule

OH dqZ OH dpZ OH dt
Z dq; da Z Op; da Ot da” (1.123)

On the other hand, from the definition of H (Eq. 1.122) via the Legendre trans-
formation, we obtain
dH dpl z”: dii Z AL dg; Z OL d¢; OL dt

da ~ 2<Tda d4; da Ot da

0q; da

dpi Z 0L dg; OL dt

z:: 0q; da Ot da
. dpi dg; 0L dt
N ; Z “da Ot da’ (1.124)

wherethe definition of the conjugate momenta (Eq. 1.121) aswell asthe Lagrange
equations (1.120) were used. Choosing a = q;, pi, t, i = 1,...,n successively
and comparing Egs. (1.123) and (1.124), we obtain:

gi = OH (1.125)
Op;

—p; = OH (1.126)
0q;
oL OH

TR T (1.127)

Thefirst two of these equations are indeed Hamilton’s equations, showing that the
function H defined in Eq. (1.122) isaHamiltonian for the motion in the variables
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(¢,P). The third equation represents a noteworthy connection between the time
dependences of Hamiltonians and Lagrangians.

In some cases of the transformationsfrom Lagrangiansto Hamiltonians, it may
be of interest to perform a Legendre transformation of only a select group of ve-
locities and to leave the other velocities in their original form. For the sake of
notational convenience, let us assume that the coordinates that are to be trans-
formed are the first k velocities. The transformation is possible if the function in
k variables that maps (g1, - . ., 4x) into

pizg—(;forizl,...,k (1.128)
(3

is a diffeomorphism. If thisis the case, the Legendre transformation would lead
to afunction

R(q17 vy Qqn,P1,y - - '7pk7Qk+17' - aQn)
k
= qu(m ' Di _L(qla"'aqnaql(ﬁ)a'"7@/@(@74/@-&-17"'7@’ﬂ)
i=1
(1.129)
that depends on the positions as well as the first £ momentaand the last (n — k)
velocities. Thisfunctionis often called the Routhian of the motion, and it satisfies

Hamiltonian equations for the first &£ coordinates and Lagrange equations for the
second (n — k) coordinates

OR OR

.i:—, z:__f .:1,...,]?

1 Op; P 0q; or
d OR OR

= — — fori = 1,...,n. 1.1
795 0, ori=k+1,...,n (1.230)

Legendre Transformation of the Hamiltonian

Since the Legendre transformation is self-inverse, it is interesting to study what
will happenif it is applied to the Hamiltonian. Asisto be expected, if the Hamil-
tonian was generated by a L egendre transformation from a Lagrangian, then this
Lagrangian can be recovered. Moreover, even for Hamiltonians for which no La-
grangian was known per se, aL agrangian can begener ated if the transformation
can be executed, which we will demonstrate.

Asthefirst step, we calculate the derivatives of the Hamiltonian with respect to
the momenta and call them ¢;. We get

_ O0H
B Opi

di (1.131)
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(which, in the light of Hamilton’s equations, seems somewhat tautological). If the
transformation between the ¢; and p; is a diffeomorphism, the Legendre transfor-

mation can be executed; we call the resulting function L(g, ;, t) and have

LG4t =777 — H@FT, D), 1) (1.132)

In case the Hamiltonian was originally obtained from a Lagrangian, clearly the
transformation between the ¢; and p; isadiffeomorphism, and Eqg. (1.132) leadsto
the old Lagrangian, sinceit isthe same as Eq. (1.122) solved for L(q, ¢,t). Onthe
other hand, if H was not originally obtained from a Lagrangian, we want to show
that indeed the newly created function L(q, ¢,t) satisfies Lagrange's equations.
To this end, we compute

8pj OHOpj  OH
== = 1.1
]Z 7 Z < Op; Og; O (1133)
d OL d
dtog  arb? (1.134)

and hence Lagrange's equations are indeed satisfied.

This observation is often important in practice since it offers one mechanism to
change variables in a Hamiltonian while preserving the Hamiltonian structure.
To this end, onefirst performs a transformation to a Lagrangian, then the desired
and straightforward canonical Lagrangian transformation, and finally the transfor-
mation back to the new Hamiltonian. An additional interesting aspect is that the
Lagrangian L of asystem is not unique, but for any function F'(g, t), according to
Eq. (1.23), the function L with

d F
L=L+—F@{t=L i; + 1.1
+ +Z (1.135)

also yields the same equations of motion. Such a change of Lagrangian can be
used to influence the new variables because it affects the momentavia

oL 9L OF OF

e A 11
0¢; 3f1z’+5qz' P +aQi (1.136)

pi =
We conclude by noting that instead of performinga L egendretransformation of

the momentum variable p'to avelocity variable ij, because of the symmetry of the
Hamiltonian equations it is also possible to compute a L egendre transformation

of the position variable 7'to a variable j? . In this case, one obtains a system with
Lagrangian L(p, p, t).
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1.4.4 Hamiltonians for Particular Systems
In this section, the method of Legendretransformsis applied to find Hamiltonians
for several Lagrangian systems discussed in Section 1.3.4.
Nonrelativistic Interacting Particles in General Variables

We attempt to determine a Hamiltonian for the nonrelativistic motion of a system
of N interacting particles. We begin by investigating only Cartesian coordi-
nates. According to Eq. (1.57), the Lagrangian for the motion has the form

N . N
L= Z m; ¥ f—ZW(@)—ZV}i(m—ij. (1.137)

i=1 i=1 i<j

N | =

According to Eq. (1.121), the canonical momentaare obtained viap; = 0L/0 5:};
here, we merely have

7 =m; T, (1.138)

which is the same as the conventional momentum. The relations between the
canonical momenta and the velocities can obviously be inverted and they rep-

resent a diffeomorphism. For the inverse, we have T= pi/m;; according to Eq.
(1.122), the Hamiltonian can be obtained via
N .
xzapz Zﬁz fz xzapz _L(fiafi (fzaﬁz))

—Zfii P +ZV 2)+ 3 Vil

i=1 i=1 i<j
N

- Z 2m; +ZW(@)+ZW(|@ — Zj). (1.139)

i=1 i<j

In this case, the entire process of obtaining the Hamiltonian was next to trivial,
mostly because the rel ationship between velocities and canonical momentais ex-
ceedingly simple and can easily beinverted. We seethat thefirst termisthekinetic
energy 7', and the second term is the potential energy V', so that we have

H=T+V. (1.140)

Let us now study the case of 3V generalized variables Q; the Lagrangian still has
theform

=7(d) - V(@) (L141)



HAMILTONIAN SYSTEMS 33

where T'((J) now has the form

Q) =>-G No-G, (1.142)

have

1,0, (1143)

and since MQ isnonsingular, this relationship can beinverted; therefore, the Leg-
endre transformation can be performed, and we obtain

3N
H=Y P-Qi-L
i=1

. 01 a faNE oA .
:Pt~M§1~P—§~Pt~(M§1) M- M5 P4V

1 = - .
Zi-Pt-Mél-P-%V

=T+ V; (1.144)
Again, the Hamiltonianisgiven by T+ V for this special case.

Particles in Electromagnetic Fields

We now consider the relativistic motion of a single particlein an electromag-
netic field. Recall that the following suitable Lagrangian for this problem was
obtained in Eq. (1.85) and found to be

. -2 R
L(Z,#,t) = —mc*\1- & /2 +e X -A(Z,t) — ep(Z,1). (1.145)

Now we proceed to find the Hamiltonian for the motion of the particle. Let o
denote the canonical momentum of the particle; then, for £ = 1,2, 3, we have

.2
pr = OL/0%y, = ymiy, + e Ay withy =1/4/1— & /c2, orinvector form,
F=~ym Z +eA. (1.146)
In this case, the canonical momentum is different from the conventional momen-

tum. However, utilizing the Legendre transformation, it is possible to proceed in
arather automated way. We first study whether it is possible to solve Eq. (1.146)
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for Z. Apparently, (F—eA) = ym &, andthus (F—eA)2 = m2 & /(1—- & /c?).
After some simple arithmetic, we obtain

.92 > N2,.2
#o _W—ed)e (1.147)
(§— eA)? +m2c2’

-

and noting that according to Eq. (1.146), Zis awaysparalel to (p— eA), wecan
even conclude that
g cpzed) (1.148)
\/(ﬁ— eA)? + m2c?

Indeed, the transformation (Eq. 1.146) could be solved for # and it represents
a diffeomorphism, which ensures the existence of the Hamiltonian. Proceeding

further, we see that
-2
V1i-Z /2= me

\/(ﬁ— ef_l')2 + m2c?

Substituting these last two results into the Lagrangian (Eg. 1.145), we obtain the
Hamiltonian:

5-c(f—eA m2c? clef—e2A) - A
p-c(p ) . __c(ep ) +ed

\/(ﬁ— eA)? + m2c \/(ﬁ— eA)? + m2e? \/(ﬁ— eA)? +m2c
72 _ 9 —»A‘ 2.2 2A‘2
:c_p epA +m c® +e +ed
\/(ﬁ— eA)? +m?2c?

=c- \/(15’— eff)z +m2c2 + e (1.149)

1.4.5 Canonical Transformation of Hamiltonians

For similar reasons asthose discussed in Section 1.3.2 for Lagrangians, for Hamil-
toniansit is important to study how the Hamiltonian structure can be maintained
under a change of coordinates. For example, if it can be determined by a change
of variable that the Hamiltonian does not explicitly depend on ¢;, then p; = 0,
and the conjugate momentum corresponding to ¢ ; is a constant.

In the case of the Lagrangian, it turned out that regardless of what new coordi-
nates Q are used to describe the system, in order to obtain the Lagrangian for the
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new variables § and @, it is necessary only to insert the functional dependence

of ¢ on §J as well as the functional dependence of ¢ on ¢ and ¢ resulting from
differentiation into the old Lagrangian.

The question now arises whether thereisasimilarly simple method for the case
of Hamiltonians. In the case of the Lagrangian, when changing from ¢ to Q the

velocity-like coordinates ¢ and Q are directly linked to the respective position
coordinates ¢ and by virtue of the fact that they are the time derivatives of the
positions. In the Hamiltonian case, the situation is more complicated: If we want
to transform from ¢ to Q it is not automatically determined how the canonical
momentum P belonging to the new coordinate Q is to be chosen, but it seems
clear that only very specific choices would preserve the Hamiltonian structure of
the motion. Furthermore, the fact that 5 is not directly tied to ¢ and, as shown
in the last section, the roles of ¢ and 7 are rather interchangeable, suggests that
it may be possible to change the momentum §' to our liking to a more suitable
momentum P and, if we do so, to choose a“matching” G.

In order to establish the transformation properties of Hamiltonians, it isin gen-
eral necessary to transform positions and momenta simultaneoudly, i.e., to
study 2n dimensional diffeomorphisms

- =

(@, P) = M(q,p)- (1.150)

We now study what happensif it is our desire to change from the old variables
(7, P) to the new variables (@, P). It is our goal to obtain the Hamiltonian for
the variables (Q , 13) in the same way as occurred automatically in the case of the
Lagrangian in Eq. (1.34), i.e., by mere insertion of the transformation rules, so
that

K(Q,P) = H(@d, P),j(q, P)). (1.151)
In terms of the map M, we want
K=HM ') andH = K(M). (1.152)

If atransformation M satisfies this condition for every Hamiltonian H, we call
the transformation canonical, indicating its preservation of the canonical struc-
ture.

The set of canonical transformations of phase space form a group under com-
position. Obvioudly, the identity transformation is canonical. Furthermore, since
each transformation is a diffeomorphism, it is invertible, and the inverse is a
canonical transformation since it merely returns to the original Hamiltonian sys-
tem. Finally, associativity is satisfied because composition is associative.
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Elementary Canonical Transformations

There are a few straightforward examples for canonical transformations called
elementary canonical transformations. Firgt, it is apparently possible to change
the labeling of the variables; hence, for agiven k and [, the transformation

(5)=(n) (%)=(n)

( ?3 ) = ( Z > fori # k.1 (1.153)

is canonical. There are apparently n(n — 1)/2 such transformations.
A moreinteresting transformation is the following one: for agiven k, set

Qr \ _ [ Qi \ _ ([ @ ,
<Pk>_<_qk>,and<Pi>_<pi>forz;£k. (1.154)

To verify that thisisin fact canonical, consider an arbitrary Hamiltonian H (g, p)
with Hamiltonian equations

( Z ) = ( _aalgfgéi > : (1.155)

In light of (1.153), we may assume that £ = 1. The new Hamiltonian H thenis
given by

and

ﬁ(QlaQ?a"':QThPl:PQa-"7P’n)

:H(plqu,'",an_qlap%"',pn), (1156)
and we have
OH  OH _ 9
9P = og P =@
OH 0H :
—=—=q¢ = —-P 1.157
an apl q1 1, ( )

which are the proper Hamilton equations. For the other coordinates nothing
changes, and altogether the transformation is canonical. While essentialy trivial,
the transformation is of interest in that it stresses that positions and momenta play
essentially identical roles in the Hamiltonian; this is different from the case of
the Lagrangian, in which the ¢ variable is always obtained as a quantity derived
from ¢.
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Canonical Transformation and Symplecticity

We now derive a fundamental condition that canonica transformations must
satisfy—the so-called symplectic condition or condition of symplecticity. Let us
assume we are given a diffeomorphism of phase space of the form

(@, P) = M(d, ) (1.158)
L et the Jacobian of M be given by
04 /07 a@‘/@ﬁ)
= = = 1.1
(M) ( oB/og 0P/op (1.159)

We want to study the motion in the new variables. Apparently, we have Q; =
k1 (0Qi/0ar-Gr+0Qi /Opy-pr) and Py = 37, (OP;/0q-dr+0P; | Opx-pr);
using the Jacobian matrix of M, we have

£(3) -t (§) om0 5 (3555

Furthermore, because H = K(M), we have H/dq; = Y ,_, 0K/0Q} -
an/aqi + 8K/6Pk . aPk/aqi and 6H/6pz = EZ:l aK/an . an/apl +
OK /0Py, - 0P, /Op;. In matrix form this can be written as

OH/OT \ . ( 0K/0Q
( 8H/aﬁ> = Jac(M) < oK 9P ) (1.161)
and combined with the previous equation we have
d(aY._ g 0y . ( 9K/0d
- < 5 > = (Jac(/\/l) J - Jac(M) ) < oK /0P ) . (1.162)

This equation describes how the motion in the new variables can be expressed in
terms of the gradient of the Hamiltonian expressed in the new variables. If we
want to maintain the Hamiltonian structure, it is necessary to have

d(Q\_; (0K/0G
dt ( P > =7 < OK|OP ) ' (1.163)

Apparently, this requirement can be met if the transformation map M satisfies
(Jac(M).j : Jac(M)t) - J, (1.164)

which is commonly known as the symplectic condition or condition of sym-
plecticity. A map M iscaled symplecticif it satisfies the symplectic condition.
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Thus, any symplectic map produces a transformation that yields new coordinates
in which the motion is again Hamiltonian.

We have seen that for the transformation from the old to the new coordinates,
for a given Hamiltonian, symplecticity is sufficient to preserve the Hamiltonian
structure of the motion. Therefore, symplectic maps are canonical. However,
there are situations in which symplecticity is not necessary to provide a transfor-
mation resulting again in a Hamiltonian form; if we consider a two-dimensional
Hamiltonian H(q1, g2, p1, p2) that in fact does depend on only ¢; and p;, then
whileit isimportant to transform ¢; and p; properly, the transformation of ¢, and
po isinsignificant and hence there are many nonsymplectic choices preserving the
Hamiltonian form.

On the other hand, if the demand is that the transformation M : (¢,p5) —
(@, P) transform every Hamiltonian system with a given Hamiltonian H into a
new Hamiltonian system with Hamiltonian K = H(M 1), then it is also nec-
essary that M be symplectic. Therefore, canonical transformations are sym-
plectic. Indeed, considering the 2n Hamiltonians K; = Q; fori = 1,...,n and
K,+; = P;fori=1,...,n,showsthat for each of the 2n columns of the respec-
tive matrices in Eq. (1.162), we must have (Jac(M)-J - Jac(M)") = J.

The symplectic condition can be cast in a variety of forms. Denoting M =
Jac(M), we arrived at the form

M- J-M =], (1.165)

whichisalso probably the most common form. Multiplyingwith J—1 = —.J from
the right, we see that

M~t=—J-MtJ, (1.166)

which is a convenient formulafor the inverse of the Jacobian. Multiplying with .J
from the right or left, respectively, we obtain

J-Mt=M"'-JandM! - J=J-M"". (1.167)
Transposing these equations yields

M-J=J-(MNtandJ-M=(M""-J, (1.168)

while multiplying the second equation in Eq. (1.167) with M from the right, we
have

M- J-M=J. (1.169)
Thereisactually ahigh degree of symmetry in these equations, which also greatly

simplifies memorization: All equations stay valid if .J or A are replaced by their
transpose.
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Properties of Symplectic Maps

It is worthwhile to study some of the properties of symplectic maps in detail.
First, we observe that symplectic diffeomorphismsform a group under composi-
tion. The identity map is clearly symplectic. Furthermore, for a given symplectic
diffeomorphism M, we have by virtue of Eq. (1.166) that

Jac(M 1) = Jac(M) = —J - Jac(M?) - J, (1.170)
and we obtain
Jec(M™) - T - (M)
= (=J-Jac(M)t-J)-J-(=J-Jac(M)t - J)
—J - Jac(M) - J - Jac(M) - J
—J-J-J=, (1.171)

which shows that the inverse of M is symplectic. Finaly, let M, and M, be
symplectic maps; then we have Jac(M 1 o M) = Jac(M;) - Jac(M>), and so

= Jac(M ( 2) - J - Jac(M)" - Jac(M;)!

Jac(My o My) - J - Jac(M; o M)
1) -
= Jac(My) - J - Jac(M1)" = J, (1.172)
where the symplecticity of M; and M has been used.

A particularly important class of symplectic maps are the linear symplectic
transformations, which form a subgroup of the symplectic maps. In this case,
the Jacobian of the map is constant everywhere and just equals the matrix of the
linear transformation, and the composition of maps correspondsto multiplication
of these matrices. Thisgroup of 2n x 2n symplectic matricesis usually denoted
by Sp(2n).

In asimilar way as the orthogonal transformations preserve the scalar product
of vectors, the symplectic matricesin Sp(2n) preservethe antisymmetric scalar
product of the column vectors F' and G, defined by

(F,GY=F'.J.G. (1.173)

(A-F,A-G)= (4 ﬁ)t.j.@@) (1174

:Ft.(At.j.fi).é:ﬁt.,].é:m,é). (1.175)
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Below, we will recognize that the antisymmetric scalar product is just a specia
case of the Poisson bracket for the case of linear functions.

It is also interesting to study the determinant of symplectic matrices. Be-
cause det(J) = 1, we have from the symplectic condition that 1 = det(.J) =
det(Jac(M) - J - Jac(M)") = det(Jac(M))?, and so

det(Jac(M)) = +1. (1.176)

However, we can show that the determinant is always +1. Thisis connected to a
quite remarkable and useful property of the antisymmetric scalar product.

Let us consider 2n arbitrary vectorsin phase space ,{(j), j=1,...,2n.Letus
arrange these 2n vectors into the columns of amatrix Z, so that
Z%l) Z£2n)
Z = . (1.177)
%) 2"
Let 7 denote a permutation of {1,...,2n} and o () its signature. We now study
the expression
C = Zg(ﬁ) (T Zr@)y L (zr@eel) pr(2n)y (1.178)

Performing all products explicitly using the matrix elements ji, ; of the matrix J,
we obtain

C = Z ‘]21’22 15 ia ....ji2n71’i2n.zg(7r),zzf1(1) 272(2) ..Z;;E?n) (1.179)

i1,.0i2n ™

Observe that the last term is the determinant of the matrix obtained from Z by re-
arranging therowsinthe order iy, is, .. ., is,. Because this determinant vanishes
if any two rows are equal, only those choices iy, is, ..., is, contribute where the
numbers are pairwise distinct, and hence a permutation 7 of {1,...,2n}. Inthis
case, the value of the last product equals o (7) - det( Z), and we have

C= (Z Jr(),7(2)  Ja@)ace) Tz (an—1),7(2n) '0(7?)) - det(2)
= K, -det(2) (1.180)

Let us now study the sum K ,, which is independent of the vectors (/). To obtain
a contribution to the sum, all factors .J,, ,, must be nonzero, which requires 4 =
v £ n. One such contributionis

((i1,42), (i3,i4), - - (izn—1.20)) = (1,n + 1), (2,n +2), ..., (n,2n)),
(1.181)
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which has a signature of (—1)™(»~1)/2_ It corresponds to the case in which for
al n factors © = v + n and hence the product of the J matrix elementsis 1.
The other contributions are obtained in the following way. First, it is possible to
exchange entire subpairs, which does not affect the signature and still yields a
product of J matrix elements of 1; there apparently are n.! ways for such an ex-
change. Secondly, it is possibleto flip two entrieswithin a subpair (j, j +n), each
of which changes both the signature and the sign of the product of the .J matrix
elements, thus still yielding the contribution 1; there are apparently 2™ ways for
such aflip. Altogether, we have 2™ - n! permutations that yield contributions, all
of which have the same magnitude (—1) ™ (»~1)/2 asthe original one, and we thus
obtain

Ky = (=112 gn ) (1.182)

Therefore, the antisymmetric scalar product allows for the determination of the
value of adeterminant merely by subsequent scalar multiplications of the columns
of the matrix.

Whileinteresting in its own right, this fact can be used as a key to our argument
since the antisymmetric scalar product isinvariant under a symplectic transforma-
tion. Let M be such atransformation. For Z we choose the special case of the unit
matrix, and argue as follows:

det(M) = det (M - Z) = det (M F,.. M- 52n)

-y ? (V- £ T @y L (i e g ey
= ; —JI((:) () gy (zm(2n=1) zm(2n)y
= det(Z) = 1. (1.183)

A very important consequence of the fact that the determinant of the Jacobian
of asymplectic map is unity is that this means that the map preserves volumein
phase space. We study ameasurable set S, of phase space, and let S, = M (S))
be the set that is obtained by sending S, through the symplectic map M. Then
the volumes of S; and S, denoted by V; and V5, are equal. In fact, according to
the substitution rule of multidimensional integration, we have

Vo= [ d"Qd"P
Sa

- / det (Jac(M)) d"Gd"5
S1

= [ agarp=i. (1.184)
S1
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Poisson Brackets and Symplecticity
Let f and g be observables, i.e., differentiable functionsfrom phase spaceinto R.
We define the Poisson bracket of f and g as

[f.91 = (2/04,0f/9p) - J - (99/7, 09/ 0p)"

_N~ (009 _0f g
_;<8Qi opi  Opidqi )’ (1.185)

For example, consider the specia choices for the functions f and g of the forms
g; andp;. We obtainthat foral ¢, =1,...,n,

(9,951 =0, [g5,pj] = 035, [pi,p;] = 0. (1.186)

Among other uses, the Poisson brackets allow a convenient representation of the
vector field (Eqg. 1.7) of aHamiltonian system. Let g (Z,¢) be afunction of phase
space; according to Egs. (1.91) and (1.185) we obtain for the vector field L 7 that

_i(@aﬂ agaH> dg

< \0q; Op;  Opi da;) Ot
_ 9
=lg. H]l+ 5, (1.187)
We observe in passing that replacing g by ¢; and p;, ¢ = 1,...,n, we recover

Hamilton’s equations of motion, namely ¢; = 0H/0p; andp; = —0H /Jq;.

Introducing : h : as a*“Poisson bracket waiting to happen,” i.e., as an operator
on the space of functions g(¢, p,t), that actsas: h : g = [h, g], the vector field
can also be written as

Ly=—:H:+0/ot. (1.188)

Above, we recognized that the antisymmetric scalar product is a special case
of the Poisson pracket when the fgnctions f and g arelinear. In this case, we can
write f(2) = F* - Zand g(2) = G* - Z, and

[f.g] =F"-J-G. (1.189)

Similar to the way in which the symplectic matrices preserve the antisymmetric
product, symplectic maps preserve Poisson brackets. By this we mean that if
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M is asymplectic map, then for any observables, i.e., differentiable functions of
phase space f and g, we have

[foM,goM]=][f,g]o M. (1.190)
Thisfact follows quite readily from the chain rule and the symplecticity of M:
[f o M,goM] =ﬁ<foM)-f-<ﬁ<goM)>f

(V) o M) -Jac(M) - J - Jac(M)" - (Vg) o M)
= (V) oM)-J-((Vg) o M) = [f,g] o M. (1.191)

In particular, this entails that if we take for f and g the components¢; and p; and
write the symplectic map as M = (Q, P), then we see from Eq. (1.186) that

[Q:,Q;1 =0, [Qi,Pj]=0ij, [Pi,Pj]=0 (1.192)

fordli,j =1,...,n. Thisisthesamestructure as Eq. (1.186), and thus we speak
of the preservation of the so-called elementary Poisson brackets. Conversely, we
show now that preservation of all elementary Poisson brackets implies sym-
plecticity.

Let M = (Q,P) be an arbitrary diffeomorphism on phase space; then we
apparently have

[foM,goM]=V(foM)-J-(V(goM))

= ((Vf) o M) - Jac(M) - J - Jac(M)!
(Vg)o M) (1.193)

Let M preserve the elementary Poisson brackets. Now we consider the 2n - 2n
cases of choosing ¢; and p; for both f and g. We observethat ¢; o M = Q; and
p; o M = P;. Furthermore, V¢; and Vp; are unit vectors with a1 in coordinate
i and i 4+ n, respectively, and 0 everywhere else. Each of the 2n - 2n choices for
f and g, hence, project out a different matrix element of Jac(M) - J - Jac(M)*
on the right of the equation, while on the left we have the respective elementary
Poisson brackets. Since these are preserved by assumption, we have

Jac(M) - J - Jac(M)t = J (1.194)
and the map M is symplectic.

Tofinalize our discussion of the Poisson bracket, we easily seefrom Eq. (1.185)
that for al observables f and g, we have

[f,9] = —lg, f] (1.195)
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and
[f+g,h]=[f,h] +[g,hand[c- f,g] = c-[f, 9] (1.196)
Thus [, ] isan antisymmetric bilinear form. Moreover, [ , | satisfies the Jacobi
identity
1519, b1l + g, [h, F1 + (B, [£, gl) = Oforall f,g9,h, (1.197)

which follows from a straightforward but somewhat involved computation. Alto-
gether, the space of functions on phase space with multiplication f © g = [f, g],
formsalLieAlgebra.

1.4.6 Universal Existence of Generating Functions

After having studied some of the properties of canonical transformations, in par-
ticular their symplecticity and the preservation of the Poisson bracket, we now
address a representation of the canonical transformation via a so-called gener-
ating function. Later, we will aso show that any generating function yields a
canonical transformation without having to impose further conditions; thus, gen-
erating functions provide a convenient and exhaustive representation of canoni-
cal transformations. We begin by restating the symplectic condition in one of its
equivaent forms (Eg. 1.167):

J-Mt=M""-J (1.198)
Writing out the equations reads

(2 0)-(Gdlome Getam)

(07/0G) (07/0P) \ ( 0 I
- < (97/04) (6ﬁ/al3)> <_f 0) (1.199)

and so

0@/op)t  (0PJop)t \ _ [ —(87/0P) (83/9Q)
< -84/t —(0P/8q) ) = < —(95/0P) (95/90) ) (1.200)

Writing the conditions expressed by the submatrices explicitly yields
09, _ _9%¢ 0F _ Ou
3pi - 8Pj ’ 3pi o BQ]

0Q; _ Opi 0P _ Opi
d¢; 0P 9dqi  0Q;

(1.201)
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At first glance, these equations may appear to be a strange mixture of partials
of the coordinate transformation diffeomorphism and its inverse. First, a closer
inspection shows that they are al related; the upper right condition follows from
the upper |eft if we subject the map under consideration to the elementary canoni-
cal transformation (G, P) — (P, —(@), and the lower row follows from the upper
one by the transformation of theinitial conditionsvia(q, p) — (7, —q)-

Because of this fact we may restrict our attention to only one of them, the
lower right condition. This relationship can be viewed as a condition on amap G
in which the final and initial momenta P and ;7' are expressed in terms of the final
and initial positions § and ' via

P gﬁ(@:‘f)) (%3)(@)
)= < = © ), 1.202
< p ) ( G5(Q, ) G q (1.202)
if suchamap G exists. In this case, the conditions are reminiscent of the condition
for the existence of a potential (Eq. 1.300). Indeed, |et us assume that

8Pj 3pi
= — , 1.203
dai ~ 0Q; (1.203)
and
oP; 0P
= 1.204
0Q; 0Q; ( )
and
Op; _ Opi
—_— = 1.205
dq;  0qgj ( )

Setting ¢ = —q;, Egs. (1.203), (1.204), and (1.205) apparently represent integra-
bility conditions (1.300) asserting the existence of afunction F *({J, ¢*) such that
Gp; = 0F*/0Q; and G, ; = OF*/0q;. Introducing the function of the original
variables F(@, §) = F*(Q, —q*), we obtain

OF OF
Gpi = 3—Qz andg,; = —a—qi . (1.206)

In passing we note that the minus sign appearing in the right equation is immate-
rial, asthe choice of F((,{) = —F*(Q, —¢*) would lead to aminus sign in the
|eft equation; clearly, however, one of the equations has to have a minus sign.

Thisrepresentation of the canonical transformation by asingle functionisrem-
iniscent of the fact that every canonical dynamical system can be represented by
a single Hamiltonian function H. However, here the representation is somewhat
indirect in the sense that old and new coordinates are mixed.
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Of course the map G mentioned previously need not exist a priori; for ex-
ample, if the canonical transformation under consideration is simply the identity
map, it is not possible to find such a G. However, in the following we establish
that G and a generating function always exists, aslong as the underlyingmap is
first subjected to a suitable combination of elementary canonical transformations.

Let M be a canonical transformation, let @ and P denote the position and
momentum parts of M, and let 7, and Z,, denote the position and momentum
parts of the identity map. Then, we have

(§)=(%Egg)=(%)(;) (1.207)

(9-(2)(5)  am

If themap (Q,Z,)" can beinverted, we have

" -1, =
(5)=(2) (%) @z

from which we then obtain the desired relationship

P P Q > - < Q >
IR = ) N 1210
(5)-(z)(2) (5 @z
which expresses the old and new momentain terms of the old and new positions.
First, we have to establish the invertibility condition for the map (Q,Iq)t.
According to the implicit function theorem, this is possible in even a neighbor-
hood of a point as long as the Jacobian does not vanish at the point. Since the

Jacobian of Z, contains the identity matrix in the first n columns and the zero
matrix in the second n columns, we conclude that

09:1/0pr ... 00Q1/0pn

det {Jac(IQ )] =(=1)"- : :
! 80,/0p1 ... 0Qn/Opn
The determinant on the right is denoted by D. In general, it cannot be ensured
that D # 0 for agiven canonical transformation. In fact, as already mentioned, in
the case of the identity transformation the final () does not depend on the initial
P, and the determinant will certainly be zero. However, as we now show, for any

given point Z'in phase space it is possible to subject the coordinatesto a sequence
of elementary canonical transformations discussed previously, consisting only of

and hence

(1.211)
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rearrangements of the pairs (¢;, p;) of the coordinates and of exchangesof (¢;, p;)
with (p;, — ¢;), such that the determinant isnonzero at Z.

We prove this statement by induction. Asthe first step, we observe that since
[Q1,P1] = 1 because of symplecticity of M, not all partia derivativesof Q; with
respect to ¢;, p; can vanish. We then rearrange the variables (¢, p) and possibly
perform an exchange of ¢, and p;, such that 9Q;/9p; # 0.

We now assume the statement is true for m < n; i.e., the subdeterminant D ,,,
defined by

691/81)1 891/8pm
Dy = : : (1.212)

09m/0p1 ... 0Qp/0Dm
satisfies D,, # 0 for all m < n. We then show that, after suitable elementary

canonical transformations, we will also have D ,, 11 # 0. Tothisend, we consider
al 2n — m determinants

3Q1/3P1 o 3Q1/8pm 8Q1/8pk
DY, = : : : (1.213)
0Qm/0p1 ... 0Q4n/0pm  0Qn/Opk
anJrl/apl o anJrl/apm an+1/apk
an/apl cee an/apm an/an
DY, = : : : , (1.214)
anJrl/apl e anJrl/apm anH/an

where theindex k runsfrom m + 1 to n. Now the goal isto show that at least one
of these is nonzero. If thisis the case, then by performing a reordering among the
qr and p; and possibly an exchange of ¢;, and p;,, indeed Dﬁ,’jﬂrl is nonzero for
k=m+1.

To find this matrix with nonvanishing determinant, we consider the (m+1) x2n
matrix

0 O O O 0 0
op1 T Opm Opm41 "7 Opn oq T Oqn
A=1 50, 0Qm  _0Qm 0Qm  0Qm 0Qm
Op1 T Opm OPm+1 T Opn 0q1 Oqn
0Qm41 0Qm41 0Qm41 0Qm41 0Qm41 0Qm41
Op1 T Opm OPm+1 T Opn 0q1 T Oqn
(1.215)

The rank of the matrix A must then be m + 1 since it consists of the upper m + 1
rows of the Jacobian of the canonical transformation, which is known to have
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determinant one. Now consider the (m + 1) x (2n — m) matrix A* obtained
by striking from A the m columns containing derivatives with respect to g, for
k=1,...,m.S0 A* hastheform

91 oA 01 091 09 09
Op1 T Opm Opm+1 T Opn Oqm+1 Oqn
o : : : : : :
= 99m 09m 99m 99m 99m 09m
op1 e Opm Opmyr "7 Opn Ogm+11 Ogn
0Qm 41 0Qm41  9Qm41 0Qm41 0Qm 41 0Qm 41
Op1 T Opm Opm+1 T Opn Oqm+11 Ogn
(1.216)

We now show that even the matrix A* has rank m + 1. We proceed indirectly:
Assume that the rank of A* isnotm + 1. Because of D,, # 0, it must have rank
m, and furthermore its last row can be expressed as a linear combination of the
first m rows. This means that there are coefficients a; such that

OQmi1 & 09; )
= ;- forj=1,....n
Op; ; Op;j
0Qm+1 - 09; .
= Q; forj=m+1,...,n 1.217
0q; Z 0q; J ( )

=1

Because of the symplecticity of M = (Q, P), Poisson brackets between any two
parts of Q vanish. Thisentails

0Qm+1 09 0Qm+1 09k
0=[9m+1, k)
+h <k Z 0q; 8pJ ]2; Op;j 8qJ

Q41 0Q - - 0Q; 09k ~ — 09Q; 09k
L S I L D

j=1 8p] j=m+1 i=1 j=1i=1 8p] aqf

D TRICIS R

j=11i=1 an ap]
N [(0Qmi1 0Q; \ 09y
= — (a7
;( dq; ; 8qj> p;
Because D,,, # 0, thiseven implies that
0Qm+1 <= 09; )
— = a; - —— forj=1,...,m. 1.218
9g; ; 9 7 (1219
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Together with Eqg. (1.217), this entails that even in the matrix A, the last row can
be expressed in terms of alinear combination of the upper m rows, which in turn
meansthat A hasrank m. But thisis a contradiction, showing that the assumption
of A* not having rank m + 1 isfalse. Thus, A* hasrank m + 1.

Sincethefirst m columnsof A* are linearly independent because D ,,, # 0, itis
possible to select one of the 2n — m rightmost columns that cannot be expressed
as alinear combination of the first m columns. We now perform areordering and
possibly a ¢, p exchange such that this column actually appears as the (m + 1)st
column. Then indeed, the determinant

[é19Y 99, 99

op1 T OPm OPm 41
Dpy1 =1 29m 0Qum 9Qm, (1.219)
Op1 T Opm OPm+1
0Qm41 0Qm41 0Qm41
op1 T OPm OPm 41

is nonzero. This completes the induction, and we conclude that

091 01
op1 "7 Opa
D= : : #0, (1.220)
09, 09,
op1 """ Opa

asserting that it is possible to determine G by inversion.

To show that it is possible to represent the G p; and the G,, ; via the generating
function F' as in Eq. (1.206), it is sufficient to show that the G p; and the G, ;
satisfy the integrability conditions (1.203), (1.204) and (1.205). To show these
conditions, we proceed as follows. From the definition of M = (Q,P) and G, we
have

Qi = Qi(7.65(0, ). (1.221)
Recognizing that both sides are now expressions in the variables ((J, ¢) and the

left side is independent of ¢y, we obtain by partial differentiation with respect to
qr. therelation

0=

9Q; Z 0Q;  0Gy, (1.222)

O = opj Ok

foral i,k = 1,...,n. Multiplying this relation with Q,,/dp;. and summing
over k, we have

. - . 1.223
Z Ipr 8% ;1 Ipr 827] Aqk (1229
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Thisrelation is modified by interchanging m and 7 on both sides, and &£ and j on
the right-hand side. We obtain

09, 09; 09, 09; 0Gp,
. o= e 1.224
Z Oqr  Opg Z Opr.  Op; Og; ( )

fordl i,m = 1,...,n. We now subtract the two previous equations from each
other while observing that because of the symplecticity of M,

0Q; 0Qm  0Q; 09
Z

0=1[9;,9n] =
dqr Opr.  Opx g

and obtain

=1 Opk Opj \ Oqr Oqj

forali,m =1,...,n. We now abbreviate

ik = - k 1.225
=25, \ B0~ 2, (229
and write the condition as
=99,
0=>" . Niks (1.226)

whichagainholdsforal i,m =1,...,n

Now consider this relationship for any fixed i. Since the functional determinant
D in Eq. (1.220) is nonzero, this actually implies that we must have A ;;, = 0 for
dlk=1,...,n,and hencewe have

Air. =0 forali,k=1,...,n. (1.227)

Now we consider the definition of A; ; in Eq. (1.225) and again use the fact that
D # 0, which shows that we must have

n; _ 95 foral j,k=1,. (1.228)
O aqg

and hence we have shown Eg. (1.205).
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Now consider the relationship Q; = Q;(¢,p), which by using 7 = gﬁ(Q,q*)

canbewrittenas Q; = Q,(q, gﬁ(é, q)). Partial differentiation with respect to ),
showsthat foral i,k =1,...,n, we have

90, 96,
P 1.229
Z 9p; 9Q (1.229)

We also have P, = Gp, (), which by using § = Q(,7) can be written as
P, = Gp, (Q(q,P), ). We usethisfact to obtain

" [ (06, | <~ 0Gp, 00\ 0Qi <~ 0Gp, 9Q, 9Q,
;{( 94, *Z o aq]> o) Z Q1 dp; 94, }

_ Z 0Gp, 09; Z 0Gp, Z <3Qz 09; @3%)
j=1 Oq; Op; = 9Qu = dqj Op;  Op; Oq;

Z ang agz
Oq; Op;

(1.230)
j=1

forali,k =1,...,n, whereinthelast step, use has been made of [Q,, Q;] = 0.
Combining this result and Eq. (1.229) yields

90, <89p 8gpk>
! 1.231
Z op; \90r T g, (1.23)

foral i,k = 1,...,n. Again, because the functional determinant D does not
vanish, this can only be trueif

8gp]- _ ang
an 8(]1

fordl j,k=1,. (1.232)

which is Eq. (1.203).
In asimilar manner, we now write P; = Gp, (Q(q,p), ¢) and obtain

0 = [Pi, Pj] = [Pi, G, (Q(d, ), @)

- Z 0Gp; 091\ 0P 0Gp; Z 0Gp; 09,
3% 0Q1 Opx Opr \ Ok dQ; dqi,

=2

k=1
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_ Z oP; 0Gp; Z oG p; Z <373 09, 87%@)
Opr Oqr = 0Qu = \Oar Opr  Opi Oqr

dP; 0Gp; 9Gp;
Z Opr. Oqu, Z a

forali,j=1,...,n, whereweuse[P; Q] = —dix. Using Eq. (1.232), this can
be written as

agP Z 87) 8gpk

50 5 90, (1.233)

On the other hand, from Gp,(G,7) = P;(G5(@,d),7) we obtain after partial
differentiation with respect to @ ; that

agP 873 agpk
1.234
90, Z o 9Q; (1239
Comparing these two equations now shows that
oGp, O0Gp;
—— =—"fordli,j=1,...,n 1.235
5Q; ~ o, At (1239

The eqyati ons(1.228), (1.232), and (1.235) now assert the existence of afunction
F(q, Q) that satisfies the condition

oF oF
gpi = 30, andg,; = oG

(1.236)
Given the functionsGp; and G,, ;, the function F* can be calculated by mere inte-
gration by virtue of Eq. (1.304). Furthermore, the nonvanishing of the functional

determinant D describing the dependence of @ onjpaso impliesthat the determi-
nant of the dependence of 7'on Q isnonzero. Therefore, according to the implicit
function theorem, the conditions

OF OF
pi—_a_qi; Pi_@ (2.237)

can be solved for the coordinate @ inane ghborhood, and hence the canonical
transformation (), P) can be determined.
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1.4.7 Flows of Hamiltonian Systems

In the previous sections, we established various necessary and sufficient condi-
tions for a map to be canonical, and we established a standard representation for
given canonical transformations. In this and the following section, we address the
question of how to obtain canonical transformations.

An important way of generating canonical transformations is via the flow
M(7p,t) of a Hamiltonian system, which describes how initial coordinates 'y
and t, are transformed to later times¢ via

#(t) = M(7, ). (1.238)

Aswe now show, if H isthreetimes continuoudly differentiable, the flow is sym-
plectic for any choice of ¢ and ¢, and hence satisfies

Jac(M) - J - Jac(M)t = J (1.239)
Tothisend, let M = Jac(M). Set
P(7,t) = M(7,t) - J - M (7%, t). (1.240)

Then, P(,t,) = J. Consider the equations of motion

7= ), (1.241)
which imply
d . 7 ﬂ
%M(T‘o,t) = (M(Tg,t),t). (1242)
Now we have
L 3t (7, t) = L 3oc(M(7, ) = doc | L M7, ) ) = Joc(F(M (o, 1), )
dt To, _dt To, - dt To, - To,1),

= Jac(f) (M (7o, t),t) - M (o, 1), (1.243)
where in the second transformation we have used

d Or; 9% . 8%r;

(2
— = Tok
dt 87“0]' P 8r0k8r0j ok + 87’0j8t

J 0y o) 0 (d N 0k
o 8’/’0]' P 87’0k Ok 8t o 8’/’0]' dt ! - 87‘0]'-
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Because of this, it follows that

d . . d oo
EP(TOJ) = %(M(Tovt) - J - M (7o, t))

(FY(M (7o, 1), ) - M (7, t) - J - M* (7o, t)
+ M (7o, t) - J - M (7o, 1) - Jec( )1 (M (7o, 1), 1)

—

= Jac(f) (M (7, 1), t) - P(7, 1)
+ P(7y, t) - Jac(f)t (M (7o, t), ) (1.244)

Now we utilize that the underlying differential equation is Hamiltonian. We
then show that Jac( f) - J is symmetric. In fact,

f= ( ?;Z?gﬁ (1.245)

and so

< . ( HJ/ogop OPH/OFOF \ -
Je(f) - J = ( _O°H/0q07 —02H/950q )

([ —0°H/0pOF  O°H/OqO
—< O2H/050G —02H/0q0q (1.246)

showing symmetry as claimed. Because .Jt = —.J, we also havethat Jac(f) - J +
J - Jac(f)" = 0. This entails that one solution of the differential equation for
P(7, t) that satisfies the necessary initial condition P(7,ty) = J is

P(7y,t) = J for al i, t. (1.247)

However, because of the uniqueness theorem for ordinary differential equations,
here applied to the system consisting of the 4n.2 matrix elementsof P, thisisalso
the only solution, and we have proved what we wanted to show.

Thus, the flows of Hamiltonian systems are symplectic. Since symplectic trans-
formations preserve the volume of phase space according to Eq. (1.184), so does
the flow of a Hamiltonian system, which is known as Liouville' s theorem.

1.4.8 Generating Functions

In Section 1.4.6, it was shown that every canonical transformation and every sym-
plectic map can be represented by a generating function. We now address the con-
verse question, namely, whether any mixed-variablefunction that can be solved
for the final variables and that is twice continuoudly differentiable provides a
canonical transfor mation.
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Without loss of generality we assume the function has the form F(Q, q); if it
is represented in terms of other mixed variables, it can be brought into this form
viaelementary canonical transformations. We now assume that

oF oF

pi:_a_qi, Pi:TQi (1.248)

can be solved for @ in terms of (§, ) to provide a diffeomorphism

Q > ( (d, p) > < 7 >

¢ ) = o =M 3 1.249
( P P(q,p) D (1.249)
that generates a coordinate transformation. Combining this with Egs. (1.248), we
obtain the relationships

pi + F4,(Q(7,0),4) =0 (1.250)

We note that according to the implicit function theorem, invertibility of the de-
pendence of p'on @ inp = —0F /07 (q,()) entails that for any value of ¢, the
n x n Jacobian of the dependence of 7on @ isregular, i.e.,

82F/8Q18Q1 . 82F/8Q18Qn
: : £0. (1.252)
F[0q,0Q1 ... 0°F/0q,0Qy

Moreover, the nonvanishing of the determinant and the fact that the determinant
is continuous asserts the existence of an inverse even in a neighborhood.

To show that the transformation is canonical, we derive rel ationships between
various derivatives of F' and (Q, P), and use these to show that the elementary
Poisson bracket relations

[Qi, Pjl =6ij , [Pi,Pi]=0, [Q:Q;]=0 (1.253)
are satisfied, which according to Eq. (1.192) asserts that M isindeed canonical.

We begin by partialy differentiating Eq. (1.250) with respect to ¢ ; and p;, re-
spectively, and obtain

+2Fq %Gy = (1.254)
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S+ Fra. % =0. (1.255)
k1 Pi

Writing Fy,q, = /1, Fyq, - da in the first equation and inserting for 6 the
value from the second equation, we obtain

n 6Q~ n 6Q~
ZFQiQk : <8qk _ZFQHI]‘ 8plk> =
J

k=1 =1

Because this equation is satisfied for all i = 1,. .., n and because of Eq. (1.252),
it follows that

09y Xn: 1019

==k _ k—0 foraljk=1,...,n. (1.256)
aq]'

q19;5
— Opr

Next, we multiply Eq. (1.255) by F'y, ¢, and sum over [ to obtain

n n 6Qk
0= ZquQj(sil + Z FQleFQiQka—pl

=1 k,l=1

:ZFiQk(sjk+ Z FQIQquiQka—
k=1 k=1 P

= Z FQiQk (6Jk + Z quQj 8—k> . (1.257)
k=1 =1 D1

Observing that therelationis satisfied for all i = 1, ..., n, because of (1.252) we
have

5jk+ZFq,Qjaa—i’“ =0foraljk=1,...,n. (1.258)
=1

To conclude our derivation of conditions between the derivatives of F' and
(Q,P), weutilize Eq. (1.251) and differentiate with respect to p; to obtain

n

OP; 09k,
~ S Foi0, 22k 0.
Opr é U Dy
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Multiplying with F, ., summing over [, and considering Eq. (1.258), we ob-
tain

0= F, 0.
lz:; QlQJ{ kz:l QiQk 6171}

n n a .
—Z nQ; A 5p ZFQQk{ZquQj%}

k=1
= ZFQ,QJ.Z—Z + Fg,q; fordli,j=1,...,n. (1.259)
=1 ’

Now we begin the computation of the elementary Poisson brackets. We take
the Poisson bracket between Q; and both sides of Eg. (1.250), and utilizing Eq.
(1.256), we obtain

0 =[Qi,pr + F,, (Q(d, D), Q)]

00 o foo &, 89 00 99,
= Bar +Z{ 2a ZFQkQJ‘ i o1 (ZFqu] dq +F%qz)}

=1 j=1 j=1

an - an an aQJ an aQJ
= - kq1 + k&5
Oqr, ; IOy Z " Qi {Z Oq Opr Opir Oq }

=0+ Fuq, 19,9 foralik=1,...,n (1.260)
j=1

Because of Eq. (1.252), we have
[Qi,Q;]=0 fori,j=1,...,n. (1.261)

Further, taking the Poisson bracket between Q; and P; as given by Eq. (1.251),
and considering Egs. (1.261) and (1.258), we have

[Qi,Pj] = [QZ,FQJ(Q((T,m,q_]

09 [ 09y 0Q; = 09
= Fo,o == - Fog+ 3 Fo0 2
> {52 (Sraade) - 52 (ran + 3 raa s )|

Oqx

_ _ZFQ]%@QZ +Z o (Z 0Qi 0Q: 69;-%)

Oqr Opr,  Opr Ogqy

=0 + ZFQJ.QZ [Qi, Q] = 8y fordli,j=1,...,n (1.262)
=1
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Asthelast step, weinfer from Eq. (1.251) while utilizing Eq. (1.262) and (1.259)
that

[Pi, Pj] = [Pi, Fo, (Q(q, D), D]

IP; A\ 9P - 0
= — Fo.qo + Fo.0,—
Z { (lz QiQig — apk ) apk ( Qjqk Iz:; Qi@ aqk > }

n n P 0Q1 9P 99
=N F,. Bar
; Qj QR + Iz; Qi@ (Z 3(]k apk apk aqk >

:—Z Qqu +ZFQ7Q’ [Pi, Qi

:—Z Qma ~ Fg,0, =0 fordli,j=1,. (1.263)

Thethree Poisson bracket relations (Egs. (1.261), (1.262), and (1.263)) together
assert that the transformation is indeed canonical.

Of course, the entire argument is not specific to the particul ar choice of the gen-
erating function F(Q ,q) that we have made because through elementary canoni-
cal transformations (Eq. 1.154), it is possible to interchange both initial and final
position and momentum variables. If one doesthis for al positions and momenta
simultaneously, one obtains atotal of four different generating functionsthat tra-
ditionally have been referred to as F',—F, and have the form

), Fu(p, P). (1.264)

Folding in the respective elementary canonical transformations exchanging posi-
tions and momenta, we obtain the following relationships:

p=2 5 08 (1.265)
oq oQ
. 0F, ~ OF
_oB 5 _Oh 1.266
P= 5 oF ( )
g=-2 5o (1.267)
op oQ
. 0F, ~ OF,
_ 9% 5 _df 1.268
7=-%.G="3 (1269

For each of the above generating functions F';, its negative is also a valid gener-
ating function. This also entailsthat in each of the four equations (1.265) through
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(1.268), it is possible to exchange both signs in front of the partials of F'; andin
fact, the generating function (1.248) is the negative of F';. This fact helps mem-
orization of the four equations; one now must remember only that the generating
functions depending on position and momenta have egqual signs, and those de-
pending only on momentaor only on positions have unequal signs.

However, in light of our discussion it is clear that this selection of four types
is indeed somewhat arbitrary, as it is not necessary to perform the elementary
canonical transformations simultaneoudly for all components of the coordinates.
So instead of only four cases shown here, there are four choices for each com-
ponent. Moreover, one can subject the original function to other linear canonical
transformations that are not merely combinations of elementary canonical trans-
formations, increasing the multitude of possible generating functions even more.

Also, it isimportant to point out that not every canonical transfor mation can
be represented through one of the four generators F'1—F, but rather, as seenin
Section 1.4.6, at least a set of 4™ generatorsis needed.

1.4.9 Time-Dependent Canonical Transformations

The framework of canonical transformationsis intrinsically time independent in
the sense that the new coordinates and momenta depend on the old coordinates
and momentabut not on time. In this respect, thereis an apparent differencefrom
the Lagrangian framework of transformations, which were allowed to be time
dependent from the outset. However, this is not of fundamental concern since
according to Eq. (1.107), in the 2(n + 1)—dimensional extended phase space
(@, s, P, ps) With the extended Hamiltonian

H=p, +HPs), (1.269)

time appearsin the form of the dynamical variable s, and hence canonical trans-
formation in extended phase naturally includes possible time dependence.

While fundamentally the issue is settled with this observation, practically the
guestion often arises whether the transformed Hamiltonian system in extended
phase space can again be expressed in terms of a nonautonomous system in con-
ventional phase space. According to Eq. (1.107), this is the case if in the new
variables, the Hamiltonian again has the form

H=Ps+G(,P,S). (1.270)

This reguirement is easily met in the representation of canonical transforma-
tions through generating functions, and the interpretation of the resulting trans-
formations in conventional phase space is straightforward. Let us consider the
generating function in extended phase space

A~

F(§,P,s)+s- Ps, (1.271)



60 DYNAMICS OF PARTICLES AND FIELDS

which produces a transformation satisfying

OF OF
= , ps=— +P 1.272
Pi= 50 P B + Ps ( )
OF
Qi 8—P," S=s

We observe that in the first equation, the p; do not depend on Pg since Fis
independent of Pg; likewise, after solving the second equationfor ¢;, thesealso do
not depend on Ps. Therefore, inserting this transformation into the Hamiltonian
(Eqg. 1.269) yields

H™ = P + aa—F +H™((,P,5S), (1.273)
S
which is indeed of the form of Eq. (1.270). Viewed entirely within the nonex-
tended phase space variables, the transformations are described by the time-
dependent generating function

F(q, P,t); (1.274)

the resulting transformationis not canonical in the conventional sense that the new
Hamiltonian can be obtained by expressing old variables by new ones. Rather, we
obtain a Hamiltonian system with the new Hamiltonian

_OF

H(G,P,t) = o T H"™ (G, P,1). (1.275)

1.4.10 The Hamilton-Jacobi Equation

The solution of a Hamiltonian system is simplified significantly if it is possible
to find a canonical transformation such that the new Hamiltonian does not de-
pend on some of the positions or momenta since by Hamilton's equations, the
corresponding canonically conjugate quantities are constant. Certainly, the most
extreme such case would be if the Hamiltonian in the new variables actually van-
ishes completely; then all new phase space variables are constant.

Apparently, this cannot be achieved with a conventional canonical transfor-
mation because if a Hamiltonian varies with the values of the old variables, it
will aso vary with the values of the new variables. However, for the case of
time-dependent canonical transformations, it may be possible to achieve a com-
pletely vanishing Hamiltonian. For this purpose, we try atime-dependent genera-
tor F»(q, 13, t), which, when viewed in conventional phase space according to the
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previous section, satisfies

. ORGPty ~ OFR(7 Pt
T e e oa OFy (7, P, t)
H(Q,P)=H({(Q,P),pQ,P)) Qo (1.277)

Inserting the transformation equation for i shows the explicit form of the Hamil-
tonian in the new variablesto be

H(Q,P) = H(d(d.P),

(1.278)

But now we utilize that the new Hamiltonian H is supposed to be zero, which
entails that the new momenta are all constants. Therefore the function F'5 isin-
deed only afunction of the variables ¢, and the momenta appear as the constants
7= P.The previous eguation then reduces to a condition on F'5, the Hamilton—
Jacobi equation,

(- OF(q 7)) | OF (G, 7,1)
0—H<q, o7 + (1.279)

Thisisanimplicit partia differential equation for F»(¢, 7) asafunction of then
variables ¢ only. Therefore, the number of unknowns has been reduced by half,
at the expense of making the system implicit and turning it from an ODE to a
partial differential equation (PDE).

If the Hamilton—-Jacobi PDE can be solved for F'» for each choice of the param-
eters7, thenit often allowsfor the compl ete sol ution of the Hamiltonian equations
of motion. Indeed, if H = 0, then apparently the final positions are constant, and
we have § = p = const. Then the equations for the generator F'» in Eq. (1.276)
read

. O0R(q7,t)  ,  OFy(q,T,t)

=0 =7 1.280
The second vector equation is merely aset of n implicit algebraic equationsin ¢.
If it can be solved for ¢, we obtain ¢ as a function of p'and 7. The first equation
then yields g directly by insertion of ¢(7, 7). Altogether, we obtain

7= q(p,7,1)
7= P, 7,1). (1.281)

The entire solution of the Hamiltonian equation can then be obtained by algebraic
inversion of the relationship, if such inversionis possible.
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Whether or not the Hamilton—Jacobi approach actually simplifies the solution
of the Hamiltonian problem greatly depends on the circumstances, becausein gen-
eral the solution of the Hamilton—Jacobi PDE is by no means simple and straight-
forward. However, perhaps more important, it provides a connection between the
theory of PDEsand ODEs, and sometimes a so allowsfor the expression of PDE
problemsin terms of Hamiltonian dynamics.

An important approach that often allows one to solve or simplify PDEs is to
assess whether the equation is separ able, i.e., whether it can be broken down into
separate parts of lower dimension. In our case, one makes the special Ansatz

F =) Fi(g,#,t) (1.282)
i=1

and inserts into the Hamilton—Jacobi PDE. If it is then possible to split the PDE
into n separate pieces of the form

F;
Hi (qiag—qacla-'-acn> = Cy, (1283)

wherethe ¢, are separation constants. Each of these equations merely requiresthe
solution for 9 F; /dq; and subsequent integration.

1.5 FIELDS AND POTENTIALS

In this section, we present an overview of concepts of el ectrodynamics, with apar-
ticular emphasis on deriving al the tools needed in the further devel opment from
the first principles. As in the remainder of the book, we will utilize the Systéme
International d’unités (Sl system), the well-known extension of the MK SA sys-
tem with itsunits of meter, kilogram, second, and ampere. The symmetry between
electric and magnetic phenomenamanifestsitself more dramatically in the Gaus-
sian system, which because of this fact is often the preferred system for purely
€l ectrodynamic purposes. We will not dwell on the conversion rulesthat allow the
description of one set of unitsin terms of another, but rather we refer the reader
to the respective appendix in Jackson's book (Jackson 1975) for details.

1.5.1 Maxwell’s Equations

It is one of the beautiful aspects of electrodynamicsthat all the commonly treated
phenomena can be derived from one set of four basic laws, the eguations of
Maxwell. In our theory, they have axiomatic character in the sense that they
cannot be derived from any other laws, and they are assumed to be universally
validin al further developments. Of course, like other “good” axioms of physics,
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they can be checked directly experimentally, and all such checks so far have not
shown any deviation from them.

Thefirst of Maxwell’s equationsis Coulomb’slaw, which states that the quan-
tity p, an elementary property of matter called the charge density, is the source
of afield called the electric flux density (sometimes called el ectric displacement)
denoted by D:

-

V-D =p. (1.284)

There is another fldd, the magnetic flux density (sometimes called magnetic
induction) caled B, and this field does not have any sources:

V-B=0. (1.285)

In other words, there are no magnetic monopoles. Faraday’s law of induction
states that thg curl of the electric field E is connected to change in the magnetic
flux density B:

-
—

- B 5
VxE+ o8 =0. (1.286)
ot
Finally, therg isthe Ampere-M axwell law, which states that the curLof the mag-
netic field H is connected to change in the electric flux densit)i D as well as
another elementary property of matter called the current density J:

VxH=J+ 9D (1.287)
ot
The electric and magnetic flux densities are related to the el ectric and magnetic
fields, respectively, through two additional elementary properties of matter, the
electric and magnetic polarizations P and M :

D =¢oE + P, (1.288)
B =yuoH + M. (1.289)

The magnetic polarization is often referred to as magnetization or magnetic mo-
ment density. The natural constantse o and y are the electric permittivity constant
or dielectric constant of vacuum and the magnet|c permeablllty constant of vac-
uum, respectively. The relations which connect E, D, B, and H are known as
congtitutive relations. In the case of many materials that are homogeneous and
isotropic, the polarizations are proportional to the fields that are applied; in this
case, the constitutive relations have the simplified forms

o/l
Il
=,

(1.290)
(1.291)

9

&,
[l
2

I
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where the quantities ¢ and i depend on the material at hand and are referred to
astherelative electric permittivity or dielectric constant and the relative magnetic
permeability of the material, respectively.

Similar to the constitutive relations, for many homogeneous and isotropic ma-
terials, thereis arelation between current and electric field known as Ohm’s law:

-

J=0E, (1.292)

where the quantity o, the electric conductivity, is an elementary property of mat-
ter.

In many cases, it is of interest to study Maxwell’s equations in the absence of
matter at the point of interest. In this case, we have

-

p=0, J=0. (1.293)

Thus, Maxwell’s equations take the simplified and very symmetric forms

V.-D=0, 6><E:—8a—f (1.294)
V-B=0, ﬁxﬁ:%—? (1.295)

In many situations, it is also important to study the case of time independence, in
which case al right-hand sides vanish:
oD . OB
= _ = =0. 1.296
ot 0 ot 0 ( )
An important consequence of Maxwell’s equations is that the charge density

and the current density are connected to each other through a relationship known
as the continuity equation:

- - Jdp _
V-J+ T 0. (1.297)
This equation is derived by applying the divergence operator on Ampere's law
(Eq. 1.287) and combining it with Coulomb’s law (Eq. 1.284); we have

6-(ﬁxﬁ):ﬁf+ﬁ-%—?
- - dp
0=V- s
\Y% +8’

vxherg in the last step use has been made of the easily derivable vector formula
V-(V x¥) = 0, whichisalso discussed later (Eq. 1.307). Similarly, the operation
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of the divergence on Eq. (1.286) shows agreement with Eq. (1.285):

e — aé
ov - B
5 =0

There are two important theorems, the integral relations of Stokes and Gauss,
that are of importance for many of the derivationsthat follow:

%ﬁ dg—/vXﬁ idA (1.298)

/ F-itdA = / V.-Fav. (1.299)

1.5.2 Scalar and Vector Potentials

In this section, we introduce a new set of scalar and vector fields called potentials
that alow the determination of the electric and magnetic fields by differentiation
and that allow a simplification of many el ectrodynamics problems. We begin with
some definitions.

We call ¢ ascalar potential for the n-dimensional vector field F' if F' = Vi).

We call A avector potential for the three-dimensional vector field ' if F =

V x A

The question now arises under what condition a given vector field F' on R"
has a scalar potential or a vector potential. We first address the case of the scalar
potential and answer this question for the genera n-dimensional case. For the
purposes of electrodynamics, the case n = 3 is usually sufficient, but for many
questions connected to Lagrangian and Hamiltonian dynamics, the general case
is needed.

In the following, we study the existence and uniqueness of scalar potentials.
Let F' beaconti nuousdly differentiable vector fieldon R™.

1. If F = Vi), then
8FZ/8;L3 :8Fj/8$i fOfal'i,jZI,...,n. (1300)

2. If 0F;/0x; = OF;/0x; fordli,j = 1,...,n, then there exists a scalar
potential ) such that

F = V. (1.301)

3. A scalar potential « for the vector Fis uniquely specified up to a constant.
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Note the difference of (1) and (2), which are actually the converses of each
other. We also note that in the three-dimensional case, the condition 9F; /0x; =
dF; /O is equivalent to the more readily recognized condition V x F' = 0.

For the proof, we proceed as follows.

1. If there exists a twice continuously differentiable ¢ such that £ = V¢ ,
then F; = 61/1/63:, and Fj = 61/1/63:J, and thus

OF; 0% 0% OF;

&vj - 817]8371 - 8371837] - 8171 ) (1302)
2. Now assumethat F' is continuously differentiable and

mﬁzaﬂfmde:L“wm (1.303)

837]' 8171

Define ) as apath integral of F from 0,...,0)to (z1,22,...,z,) donga
path that first is parallel to the z:; axis from (0,0, ...,0) to (z1,0,...,0),
then paralel to the z» axis from (x1,0,...,0) to (z1,2,0,...,0), and
so on, and finaly paralel to the z, axis from (z1,x>,...,2,-1,0) to
(z1,Z2,...,Tpn_1,Z,). Thenwe have

(mlv'"vmﬂ) N
w:/ F-ar

(0,-.-,0)

T T2
:/ Fl(xl,O,...,O)da:1+/ FZ(.Tl,.TQ,O,...,O)d.TQ"‘"'
0 0
+ / Fo(x1,ma, ..., 2,) day,. (1.304)
0

In the following, we show that + indeed satisfies the requirement F' = V).
We first differentiate with respect to z; and obtain

0 *2 9F: 0,...,0
—wzFl(ml,0,0,...,0)+ 2(1.1,1.2’ ! ! )d1'2+
0xq 0 Oz
. n OF, (1, Za2,...,2,) de,
0 Oz

"2 OF 0,...,0
:m@mw,wm+/ MMém, ,0)
0 T2

/m" 8F1(371,.T2, R ,xn)
+
0 61'71

day + -

dxy,
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— Fi(21,0,0,...,0)

+ [Fi(z1,22,0,...,0) — Fi(21,0,0,...,0)] + - --

+ [Fi(z1,22, ..y Tno1,Zn) — F1 (21,22, .., Tn_1,0)]
= Fi(z1,22,...,%p).

where Eq. (1.303) was used for moving from the first to the second line.
Similarly, we have

0 3 OF: 0,...,0
al:FQ(xl,xQ,O,...,O)+/ (21, 22,230, )d$3+"'
T2 0 Oz
+/z" OF,(x1,Ta,...,Tp) de,
0 3.1’2
3 JF: 0,...,0
:FQ(xl,wQ,O,...,O)-i—/ Q(xl,an,xg, 0 )d$3+"'
0 T3
I OF:
+/ 2(2171,:172, 7$n) d.’L'n
0 axn
:FQ(x17w27"'71’.n)'

We continue in the same way for 0y /0x 3 and d1p/0x4, and ultimately we
derive thefollowing for 9v/dz ,:

1

8:1;” :Fn(xl,l'%"':mn): (1305)

wh|ch shows that indeed the scalar field ) defined by Eq. (1.304) satisfies
F = V.
3. Assume that there exist two scalars ¢/; and v, which satisfy

o
Il
<

P
Yo

o
Il
<

Then V (¢, — 1) = 0, which can only be the case if
1 — 1P = constant.

Therefore, ascalar potential ¢ is specified up to a constant, which concludes
the proof.

We note that in the three-dimensional case, the peculiar-looking integration
path in the definition of the potential ¢ in Eq. (1.304) can be replaced by any
other path connecting the origin and (z, y, z), because V x F = () ensures path



68

independence of the integral according to the Stokes theorem (Eq. 1.298). Fur-
thermore, the choice of the origin as the starting point is by no means mandatory;
indeed, any other starting point Z leads to the addition of a constant to the poten-
tial, because due to path independence the integral from & to Z can be replaced
by one from Z, to (i and one from § to Z, and the first one always produces a

DYNAMICS OF PARTICLES AND FIELDS

constant contribution.

Next we study the existence and uniqueness of vector potentials. Let Fbea

continuously differentiable vector field.
1 If F=V x A, then

2. If V. F =0, there exists avector potential A such that

3. A vector potentia Aforthevector F'is uniquely determined up to agradient

of ascalar.

-

\%

—

-F=0.

-

F=VxA.

For the proof, we proceed as follows.

—

1. If thereexists A suchthat F = V x A, then

—

-F

-

v

V~(§><
0

-

)

as direct evaluation of the componentsreveals.
2. SinceV - F =0,

Considering

define A as

OF, n OF, OF.
ox dy 0z
5 o 0A,
Ay =——
(% x Ay, =
> o 0A,
(v X )y T 9z -
> o 0A,
(VxA4),= o

AI:/ Fy(z,y,2)dz
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@:i/nw%awf/nu%mw
0 0
A, =0.

: (1.309)
Then A indeed satisfies the requirement £ = V x A4, asshown by computing
the curl:
(V x A); = Fi(,y,2)
(V x &)y = Fy(2,y.2)
(ﬁxﬁzZ—AQE%%£QM+fo%m_1f@%%%@M

N alm(xayvz) a}y(xvyaz)
= — F~
/0 [ o + 9y dz + F,(x,y,0)

_ Zan(l.,yaz)
= /0 e dz + F,(z,y,0)

:FZ(I',y:Z) _FZ(may,O) +Fz(m7y,0)
:Fz(x,yaz)a

where Eq. (1.308) was used in moving from thg second to the tf_1j rd ILne oj
the z component. Indeed, there existsavector A which satisfies F' = V x A.

3. Assumethat there exist two vectors 4; and A, which satisfy

F=Vx4
F’Zﬁx _’2,

then
V x (4, — Ay) = 0.
Thus, according to the previous theorems about the existence of scalar po-
tentials, there exists ¢ which is unique up to a constant such that
A, — A, = VE.
So, the scalar potential A isunique up to the additional V¢, which concludes

the proof.

A closer study of the proof revealsthat instead of having A , = 0, by symmetry
it is possible to construct vector potentials that satisfy either A, =0or A, = 0.

We now address the question of nonuniqueness of scalar and vector potentials
in more detail. As was shown, different choices of the integration constant in the
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case of the scalar potential and specific choices of £ in the case of the vector
potential all lead to valid potentials. These transformations between potentials
are simple examples of so-called gauge tr ansfor mations which lead to the same
physical system via different potentials. The various possible choices that yield
the samefield are called different gauges. We will discussthe matter in detail after
developing a more complete understanding of the electrodynamics expressed in
terms of potentials.

It isilluminating to note that the different gauges based on the non-uniqueness
of the potential's, which at first may appear somewhat disturbing, can be accounted
for very naturally with the concept of an equivalence relation. An equivalence
relation is a relationship “~” between two elements of a given set that for al
elements of the set satisfies

a~ a,
a~b=b~a, and
a~bb~c=a~c. (1.310)

For the case of scalar potentials, therelationship ~ ; on the set of scalar functions
isthat V; ~, V5 if V| — V4 is aconstant. For the case of vector potentials, the
relationship ~, on the set of vector functions is that A; ~, A, if and only if
A, — A, can be written as the gradient of a scalar. In terms of gauges, in both
cases potentials are related if one can be obtained from the other via a gauge
transformation. One can quite readily verify that both these relations satisfy the
conditionin Eqg. (1.310).

For afixed element a, al elements related to it constitute the equivalence class
of a, denoted by [a]; therefore,

[a] = {z|z ~ a}. (1.311)

Apparently, the equivalence classes [ | of scalar potentials and | ] of vector
potentlals describe the collection of all functions 1), A satisfying F = V¢ and
F =VxA, respectively, which are those that can be obtai ned through valid gauge
transformations from one another. The concept of classes allows the description
of scalar and vector potentials in a very natural way; indeed, we can say that
the scalar potential ¢ to a vector function Fis really an equivalence class under
the relationship ~, of all those functions whose divergenceis ', and the vector
potential A to F is the equivalence class under ~,, of all those whose curl is E.
Within this framework, both scalar and vector potentials are unique, while the
underlying freedom of gaugeis maintained and accounted for.

Thetheorems on the existence of scalar and vector potentialsallow usto sim-
plify the equations of electrodynamics and make them more compact. Suppose
wearegiven J and p, and thetask isto describethe systeminitsentirety. Utilizing
Maxwell’s equations, we can find E and B of the system, and for the description
of the electrodynamic phenomenawe need a total of six components.
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By using scalar and vector potentials, we can decrease the number of variables
in the electromagnetic system. The Maxwell equation V- B = 0 impliesthat there
exists A suchthat B = V x A. Ontheother hand, Faraday’slaw V x E+85 /0t =
0 can then be written as

- L 04 -
V x (—E - E) =0. (1.312)

This ensures that there is a scalar potential ® for — E — A/t that satisfies

—E-=—-=Va. (1.313)

Thus, the two homogeneous Maxwell’s equations are satisfied automatically by
setting

— =

B=VxAandE=-V® - ——. (1.314)

The other two inhomogeneous Maxwell equations determine the space-time be-
havior of A and ® . Using the constitutive relations, D = ¢E and B = pH, we
expressthese two Maxwell equationsin terms of Aand . The Ampere-Maxwell
law takes the form

- 24 ofa o .
VA—ep——5 =V (V- At+ep—— | —pnJ. (1.315)

V2 + —(V - A) :—g. (1.316)

Altogether, we have obtained a coupled set of two equations. To summarize, the
following set of equations are equivalent to the set of Maxwell’s equations:

B=VxA4 (1.317)
Fe-vo-24 (1.318)
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oo PA (- o 9P -
2 — - = . - —_
VA —ep BT \Y <V A+ep 5 ) 78, (1.319)
04 25 A= -2, (1.320)
ot 5

Thefields B and E can be determined by the solutions A and & of Egs. (1.319)
and (1.320). However, as seen in the theoremsin the beginning of this section, the
potential's have the freedom of gaugein that A is unique up to the gradient Vu of
ascaar field u, and @ is unique up to a constant. For the coupled situation, it is
possible to formulate a general gauge transformation that simultaneously affects
A and @ without influence on the fields. Indeed, if  isan arbitrary smooth scalar
field depending on space and time, then the transformation

A5 A =4A+Vu (1.321)
ou

5P =0 — 1.322

— 5 ( )

does not affect the fields £ and B and the two inhomogeneous equations. Equa-
tion (1.317) for the magnetic field has the form

!
B = o - S0 =9 (2= 5) - S(d+ )

. 94 _~ou OVu
R T T T

&

Furthermore, Eq. (1.319) transforms as
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and Eqg. (1.320) reads

ot
- -, 0Uu 0 = - 0 = p
— 2@_ 27 il A 2 L
v v6t+6t(v )+atVu+6
0 - - p
— 2 - L
=Vie+ o (V-A)+ 5,

and altogether the situation is the same as before.

In the gauge transformation (Egs. 1.321 and 1.322), the freedom of choosing u
is left for the convenience depending on the problem. When A and ® satisfy the
so-called Lorentz condition,

- - )
A 6u%—t =0, (1.323)

then the gauge is called the L orentz gauge. Suppose there are solutions Ay and
®( to Egs. (1.319) and (1.320), then

/YL = z‘fg + ﬁuL (1.329)
8uL

b =00 — 1.325

L=% - — (1.325)

are also solutions as shown previously. Now,

B, 0B, B, dur
A — = A by — —
V-Ap +eu ot V- ( 0+VUL)+Eu8t< 0 8t>
=Ty 8‘1’0 2 82UL
=V 0+6MW+V ur — W 2
By choosing u 1, as a solution of
- 0uy, - 0%
2 —
Viur —ep ez <V - Ag +6uw> , (1.326)
obviously the Lorentz gauge condition
- - q)
VAL + 6u8 L—p (1.327)

ot
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is satisfied. Then the two inhomogeneous equations are decoupled, and we ob-

tain two symmetric inhomogeneous wave equations

-

. 924, .

V2AL — 5HW = —,LLJ

> 0%®; p
2
V@ —ep TR

(1.328)

(1.329)

Another useful gaugeisthe Coulomb gauge, which satisfies the Coulomb con-

dition

V-A=0.

Supposing Ay and @, are solutionsto Egs. (1.319) and (1.320), then

goZ/fo%‘ﬁUc
b =05 — —

are also solutions. Now observe

we obtain that

-

V-Ac=0
holds. Then the two inhomogeneous equations read

oo 02 An Voo
;;2 — =
Ao —en—pm =en—p,

Voo = -2,
13

(1.330)

(1.331)

(1.332)

(1.333)

(1.334)

(1.335)

(1.336)

and while there is no symmetry, it is convenient that the scalar potential ® ~ is
the “instantaneous’ Coulomb potential due to the time-dependent charge density

p(@,1) .
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Sometimes a gauge where A ., the z component of A, issetto 0, isuseful. In

the proof of the existence of vector potentl alswe saw that it is possible to choose

Ain such away; we now assume A does not satisfy this condition outright, and
we attempt to bring it to this form. The gauge condition in this caseis

A, =0. (2.337)

Supposing Ay and &, are solutions of Egs. (1.319) and (1.320), then

Ag = Ay + Vug (1.338)
6us

g = Py — —2> 1.339

0 (1.339)

are also solutions. In particular, we have

ASz = AOZ + %,
0z
and by choosing u s as a solution of
Ous _ _ 4. (1.340)
0z
we obtain that, as needed,
Ag. =0. (1.341)

In asimilar way we can of course also construct vector potentialsin which the z
or y component vanishes.

We conclude the discussion of potentials with the special case of time-
independent free space, in which the whole argument becomes very simple.
With the constitutive relations D = eoE and B = uoH, Maxwell’s equations are

E=0,
.B=

xE=0 (1.342)
0, B=0

(1.343)

<]i <l¢

From the curl equations we infer that there are scalar potentials @ and ® 5/ for E
and B, respectively, such that we have

E=-V&® (1.344)
B=-Vd,. (1.345)
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Applying the divergence equations |eads to L aplace equations for the el ectric and
magnetic scalar potential:

Ve = (1.346)
V2%, = 0. (1.347)

1.5.3 Boundary Value Problems

TheMaxwell theory yieldsavariety of partial differential equations specifying the
fields and potentials, and the practical determination of these requires methods to
solve PDEs. One of the important cases is the solution of the Poisson eguation

Vi = —g, (1.348)

which in the region where no charge exists reduces to the L aplace equation
V2o = 0. (1.349)

It is important to study under what conditions these PDEs have solutions and
in what situations these solutions are unique. This question is similar in nature
to the question of existence and uniqueness of solutions of ordinary differential
equations, in which case even if existence is ensured, the specification of initial
conditionsis usually needed to assert unigueness. However, in the case of PDES,
the situation is more complicated since usually conditions have to be specified
not only at a point but also over extended regions. For example, a solution of the
Poisson eguation for p = ¢ = const. is given by

®=a-(z,y,2) +b-(2%,y% 27 (1.350)

which solves the equation as long as by + b + b3 = —q/2; aso, it is easy to
construct more solutions. However, apparently it is not sufficient to specify the
value of ® at just one point to determine the exact values for @ and 5; indeed,
since there are five free parameters, at least five points would be needed.

Therefore, it is necessary to study in detail under what conditions solutions
exist and in what situations they are unique. Of particular interest is the case of
the boundary value problem, in which conditions are formulated along certain
“boundaries,” by which we usually mean simply connected sets that enclose the
region of interest.

As we now show, if the values of the potential are specified over an entire
boundary, then any solutions of the Poisson equation are unique. Let us assume
we have given a region V' which is enclosed by a simply connected boundary
surface S. We consider Green’sfirst identity,

= = = _ 81[1
/‘/(¢V21[1+V¢~V1[1)d3m = /Sé%da, (1.351)
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where ¢ and ¢ are scalar functions. Green's first identity is a direct consequence
of the Gauss theorem,

/ﬁffd%:/zf-ﬁda, (1.352)
Vv S

where A4 isavector function and @ is thg unit outward normal vector at the surface
S. Choosing the special case of A = ¢V, and observing

V- (¢Ve) = oV + V- Vi)
- o
OV it = 6,
n
yields Green’'sfirst identity.

Now let us assume there exist two solutions ®; and ®, for the same bound-
ary value problem of the Poisson equation. Define the scalar function ¥ as the
differenceof ®, and @,

U =3 — Py, (1.353)
Since ®, and ®, are both solutions,
62q>1 = —B and 62(1)2 = —B
g g
are satisfied inside the volume V', and we thus have

V20 = 0inside V. (1.354)

Now apply Green'sfirst identity (Eq. 1.351) to ¢ = ¢» = ¥; we have

/(W?\IJ+W-W)d3x:/\IJ‘;—:da (1.355)
14 S
- v
/V|V\I'|2d3x: S\I'g—nda, (1.356)

where (Eg. 1.354) is used in moving from the left-hand side of the first equation
to the left-hand side of the second equation.

Now assumethat at every point on thesurface S, either &, = &, or 9%, /0n
0%, /0n holds. This entails that the right-hand side vanishes, and hence \VA'
const., even everywhereinside V', and

®; = &, + const. inside V, (1.357)
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FIGURE 1.3. Method of images: A point charge put close to a conductor plane.

which means that the solution of the Poisson equation is unique up to a constant.
Furthermore, if at least at one point on the boundary even ® | = ®,,then®; = &,
inall of V and hence the solution is completely unique.

The two most important special cases for the specifications of boundary con-
ditions are those in which @ is specified over the whole surface and 0® 1 /9n is
specified over thewhole surface. Thefirst caseisusually referred to asthe Dirich-
let boundary condition, whereas the latter is usualy caled the von Neumann
boundary condition. As discussed previously, however, a mixture of specifica-
tion of value and derivative is sufficient for uniqueness, as long as at each point at
least one of them is given.

In somesituations, it is possible to obtain solutions to boundary value problems
through simple symmetry arguments by suitably placing so-called image char ges
to obtain the proper potential on the boundary of the problem. A simple example
is apoint charge ¢ put in the front of an infinite plane conductor with a distance
d, asshown in Fig. 1.3.

Theimage charge —q, an equal and opposite charge, put at a distance d behind
the plane ensures that the potential on the surface assumes the proper value, and
thus that the unique potential has been found. Another example is a point charge
g put in the region between two infinite conductor planes which form the angle
m/k,asshownin Fig. 1.4.

&

FIGURE 1.4. Method of images: a point charge put in aregion between two conductor planes of
angle 7 /k.
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The problem is ssimulated by 2k — 1 image charges put in the region out of
interest to form mirror images. All 2k charges form potential 0 at each edge line
in the picture.

As discussed in subsequent chapters, the method of imagesis often practically
useful in order to numerically solve potential problems.






Chapter 2

Differential Algebraic Techniques

In this chapter, we discuss a technique that is at the core of further discussions
in the following chapters. Differential algebraic techniquesfind their originin the
attempt to solve analytic problems with algebraic means. One of the initiators
of thefield was Liouville (Ritt 1948) in connection with the problem of integration
of functions and differential equations in finite terms. It was then significantly
enhanced by Ritt (1932), who provided a complete algebrai c theory of the solution
of differential equationsthat are polynomialsof the functionsand their derivatives
and that have meromorphic coefficients. Further development in thefield isdueto
Kolchin (1973) and, with an eye on the algorithmic aspect, to Risch (1969, 1970,
1979).

Currently, the methods form the basis of many agorithms in modern formula
manipulators, in which the treatment of differential equations and quadrature
problems calls for the solution of analytic problems with algebraic means. Other
important current work relying on differential algebraic methods is the practical
study of differential equations under algebraic constraints, so-called differential
algebraic equations ((Ascher and Petzold 1998); (Griepentrog and Méarz 1986);
(Brenan, Campbell, and Petzold 1989; Matsuda 1980)).

For our purposes, we will concentrate on the use of differential algebraic tech-
niques ((Berz 1986), (1986, 1987b, 1989)) for the solution of differential equa-
tionsand partial differential equations, in particular we discuss the efficient deter-
mination of Taylor expansions of the flow of differential equations in terms of
initial conditions. The methods devel oped here have taken the perturbative treat-
ment of flows Zy = M(Z;) of dynamical systems from the customary third
(Brown 1979a; Wollnik, Brezina, and Berz 1987; Matsuo and Matsuda 1976;
Dragt, Healy, Neri, and Ryne 1985) or fifth order (Berz, Hofmann, and Wollnik
1987) al the way to arbitrary order in a unified and straightforward way. Since
its introduction, the method has been widely utilized in a large number of new
map codes ((Makino and Berz 1996a; Berz, Hoffstétter, Wan, Shamseddine, and
Makino 1996); (Berz 1992b), (1992b, 1995a); (Michelotti 1990; Davis, Douglas,
Pusch, and Lee-Whiting 1993; van Zeijts and Neri 1993; van Zeijts 1993; Yan
1993; Yan and Yan 1990; Iselin 1996)).

81 Copyright (© 1999 by Martin Berz
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2.1 FUNCTION SPACES AND THEIR ALGEBRAS

2.1.1 Floating Point Numbers and Intervals

The basic idea behind this method is to bring the treatment of functions and the
operations on them to the computer in a similar way as the treatment of num-
bers. In a strict sense, neither functions (e.g., those that are C *°, infinitely often
differentiable) nor numbers (e.g., the real R) can be treated on a computer since
neither can in general be represented by a finite amount of information; after al,
areal number “realy” (pun intended) is an equivalence class of bounded Cauchy
sequences of rational numbers.

However, from the early days of computers we are used to dealing with num-
bers by extracting information deemed relevant, which in practice usualy
means the approximation by floating point numbers with finitely many digits.
In aformal sense, this is possible since for every one of the operations on real
numbers, such as addition and multiplication, we can craft an adjoint operation
on the floating point numbers such that the following diagram commutes:

a,beR T a,bec FP
* ® (2.1)
axb T ’ a®b

Of course, inredlity the diagrams commute only “approximately,” which typically
makes the errors grow over time.

The approximate character of these arguments can be removed by representing
a real number not by one floating point number but rather by interval floating
point numbers providing a rigorous upper and lower bound ((Hansen ; Moore
1979), (1988); (Alefeld and Herzberger 1983; Kaucher and Miranker 1984; Kear-
fott and Kreinovich 1996)).

By rounding operations down for lower bounds and up for upper bounds, rig-
orous bounds can be determined for sums and products, and adjoint operations
can be made such that diagram (2.1) commutes exactly. In practice, while aways
maintaining rigor, the method sometimes becomes somewhat pessimistic because
over time the intervals often have a tendency to grow. This so-called dependency
problem can be aleviated significantly in several ways, and a rather automated
approach is discussed in (Makino and Berz 1996b).

2.1.2 Representations of Functions

Historically, the treatment of functions in numerics has been done based on the
treatment of numbersand, asaresult, virtually all classical numerical algorithms
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are based on the mere evaluation of functionsat specific points. Asaconsequence,
numerical methodsfor differentiation, which offer one way to attempt to compute
Taylor representations of functions, are very cumbersome and prone to inaccura-
cies because of cancellation of digits, and they are not useful in practice for our
purposes.

The success of the new methodsis based on the observation that it is possibleto
extract moreinformation about afunction than its mere values. Indeed, attempting
to extend the commuting diagram in Eq. (2.1) to functions, one can demand the
operation 1" to be the extraction of the Taylor coefficients of a prespecified order
n of the function. In mathematical terms, T' is an equivalence relation, and the
application of T' correspondsto thetransition from the functionto the equivalence
class comprising al those functions with identical Taylor expansion to order n.

Since Taylor coefficients of order n for sums and products of functions as well
as scalar products with reals can be computed from those of the summands and
factors, it is clear that the diagram can be made to commute; indeed, except for the
underlying inaccuracy of the floating point arithmetic, it will commute exactly. In
mathematical terms, this means that the set of equivalence classes of functions
can be endowed with well-defined operations, leading to the so-called truncated
power seriesalgebra (TPSA) ((Berz 1986), (1986, 1987h)).

This fact was utilized in the first paper on the subject (Berz 1987b), which led
to a method to extract maps to any desired order from a computer algorithm that
integrates orbits numerically. Similar to the need for agorithms within floating
point arithmetic, the development of algorithmsfor functions followed, includ-
ing methods to perform composition of functions, to invert them, to solve non-
linear systems explicitly, and to introduce the treatment of common elementary
functions, many of these algorithms ((Berz 1999), (1999, 1991b)) will be dis-
cussed | ater.

However, it became apparent quickly ((Berz 1988b), (1988b, 1989)) that this
represents only a halfway point, and one should proceed beyond mere arith-
metic oper ations on function spaces of addition and multiplication and consider
their analytic operations of differentiation and integration. This resulted in
the recognition of the underlying differential algebraic structure and its prac-
tical exploitation, based on the commuting diagrams for addition, multiplication,
and differentiation and their inverses:

1,9 T F,G f,9 T F,G
—_— _—

+,—h k@,@ ~,/h l@,@
—_— e
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f T F
_—

9,0! B l 90,05 (2.2)
_—

of, 0"\ f T o F, 0 F

The theory of this approach will be developed in detail in this chapter.

Of course, the question of what constitutes “information deemed relevant” for
functions does not necessarily have a unique answer. Formula manipulators, for
example, attack the problem from a different perspective by attempting to alge-
braically express functions in terms of certain elementary functions linked by
algebraic operations and composition. In practice, the Achilles’ heel of this ap-
proach isthe complexity that such representations can take after only afew opera-
tions. Compared to the mere Taylor expansion, however, they have the advantage
of rigorously representing the function under consideration. M odern extensi ons of
the Taylor method (M akino and Berz 1996b) have the ability to overcomethis dif-
ficulty by providing fully rigorousboundsfor remainder terms; but these methods
go beyond the scope of this book.

2.1.3 Algebras and Differential Algebras

Before proceeding, it is worthwhile to put into perspective a variety of differ-
ent concepts that were introduced to the field in connection with the previously
discussed developments. We do this in parallel to establishing the scope of the
further developments in which differential algebraic techniques will be applied
extensively.

The first and simplest structure that was introduced ((Berz 1986), (1986,
1987b)) is TPSA. This s the structure that results when the equivalence classes
of functions are endowed with arithmetic such that the diagrams in Eq. (2.1)
commute for the basic operations of addition, multiplication, and scalar mul-
tiplication. Addition and scalar multiplication lead to a vector space, and the
multiplication operation turns it into a commutative algebra. In many respects,
together with the polynomial algebras, this structure is an archetypa nontrivial
algebra, and in fact it can be embedded into many larger and more interesting
algebras.

TPSA can be equipped with an order, and then it contains differentials, i.e.,
infinitely small numbers. This fact triggered the study of such nonarchimedean
structures in more detail and led to the introduction of a foundation of analysis
((Berz 1996), (1990a, 1994, rint)) on a larger and for such purposes much more
useful structure, the Levi—Civitafield discussed in Section 2.3.5. The Levi—Civita
field is the smallest nonarchimedean extension of the real numbers that is alge-
braically and Cauchy complete, and many of the basic theorems of calculus can
be provedinasimilar way asin R. Furthermore, concepts such as Deltafunctions
and the idea of derivatives as differential quotients can be formulated rigorously
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and integrated seamlessly into the theory. On the practical end, based on the latter
concept, there are also several improvementsregarding methods of computational
differentiation ((Shamseddine and Berz 1996),(1997)).

Thefinal concept that is connected to our methods and worth study is the tech-
nique of automatic differentiation (Berz, Bischof, Griewank, Corliss, and Eds.
1996; Griewank, Corliss, and Eds. 1991; Berz rint). The purpose of thisdiscipline
is the automated transformation of existing code in such a way that derivatives
of functional relationships between variables are calculated along with the orig-
inal code. Besides the significantly increased computational accuracy compared
to numerical differentiation, a striking advantage of this approach is the fact that
in the so-called reverse mode it is actually possible in principle to calculate gra-
dientsin v variablesin afixed amount of effort; independent of v, in the optimal
case the entire gradient can be obtained with a cost equalling only a few times
the cost of the evaluation of the original functions, in stark contrast to numerical
differentiation which requires (v + 1) timesthe original cost.

In practice, multivariate automatic differentiation is aimost exclusively re-
stricted to first order, and as such is not directly useful for our purposes. One
reason for this situation is the fact that conventional numerical algorithms avoid
higher derivatives as much as possible because of the well-known difficulties
when trying to obtain them via numerical differentiation, which for a long time
represented the only available approach. On the other hand, the previously men-
tioned savingsthat are possible for linear derivatives are much harder to obtainin
the same way for higher orders.

Altogether, the challenge in automatic differentiation is more reminiscent of
spar se matrix techniques for management and manipulation of Jacobians than
of a power series technique. It is perhaps also worth mentioning that because of
the need for code restructuring in order to obtain performance, there is a certain
reluctance in the community toward the use of the word “automatic.” Mostly in
order to avoid the impression of making fal se pretence, the technique has recently
been referred to as computational differentiation.

Only very recently are other groupsin computational differentiation picking up
at least on second order (Abate, Bischof, Roh, and Carle 1997), but so far the only
software for derivatives beyond order two listed in the automatic differentiation
tool compendium (Bischof and Dilley ) is in fact the package DAFOR ((Berz
19914a), (19874, 1990c)) consisting of the FORTRAN precompiler DAPRE and
the arbitrary order DA package that is also used as the power series engine in
the code COSY INFINITY (Berz 1997g; et a. ; Makino and Berz 1999a; Berz,
Hoffstatter, Wan, Shamseddine, and Makino 1996; Makino and Berz 1996a).

As aluded to previously, the power of TPSA can be enhanced by the intro-
duction of derivations 0 and their inverses, corresponding to the differentiation
and integration on the space of functions. The resulting structure, a differen-
tial algebra (DA), allows the direct treatment of many questions connected with
differentiation and integration of functions, including the solution of the ODEs

-

dZ/dt = f(&,t) describing the motion and PDEs describing the fields.
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2.2 TAYLOR DIFFERENTIAL ALGEBRAS

2.2.1 The Minimal Differential Algebra

We begin our study of differential algebraic structures with a particularly simple
structurewhichis of historical significance and constitutes the simplest nontrivial
differential algebra (Berz 1989). In fact, the reals under their regular arithmetic
with a derivation 9 that vanishes identically trivially form a differential algebra,
but it isnot avery interesting one. To obtain thefirst nontrivial differential algebra,
we haveto moveto R2. Let us consider the set of all ordered pairs (qo, g1 ), Wwhere
qo and ¢, are real numbers. We define addition, scalar multiplication and vector
multiplication as follows:

(0,q1) + (ro,71) = (g0 +70,q1 +71) (2.3
t- (QO7q1) = (t : qut : Q1) (24)
(90,q1) - (ro,71) = (g0 " 70,40 - 71 + q1 - T0)- (2.9)

The ordered pairs with the arithmetic are called 1D, . The first two operations are
the familiar vector space structure of R2. The multiplication, on the other hand,
looks similar to that in the complex numbers; except here, as one sees easily,
(0,1) - (0,1) doesnot equal (—1,0) but rather (0, 0). Therefore, the element

d% (0,1) (2.6)

plays a quite different role than the imaginary unit ¢ in the complex numbers.
The multiplication of vectorsis seen to have (1, 0) as the unity element and to be
commutative, i.e., (go, q1) * (r0,71) = (r0,71) - (¢0, q1)- It isaso associative, i.e.,
(20,q1) - {(ro,m1) - (s0,51)} = {(q0,41) - (ro,m1)} - (50, 51). Itisaso distributive
with respect to addition, i.e., (¢, q1) - {(ro,71) + (s0,51)} = (g0, @1) - (ro, 1) +
(g0,q1) - (s0,51), and so the two operations + and - form a (commutative) ring.
Together, the three operations form an algebra. Like the complex numbers, they
do form an extension of the real numbers; because (r,0) + (s,0) = (r + s,0)
and (r,0) - (s,0) = (r - 5,0), the pairs (r, 0) behave like real numbers, and thus
asin C, thereals can be embedded.

However 1D is not afield. Indeed, it can be shown that (go,¢1) € 1D; hasa
multiplicativeinversein 1D, if and only if gq # 0. If go # 0 then

(90,01) " = (q%;—?) : 2.7

We also notethat if ¢ is positive, then (¢o, ¢1) € 1D1 hasaroot

Vi, q) = <\/q_0 f%) : 2.8)
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as simple arithmetic shows.

The structure 1Dy plays a quite important role in the theory of real alge-
bras. All two-dimensional algebras, which are the smallest nontrivial algebras,
are isomorphic to only three different kinds of algebras: the complex numbers,
the so-called dual numbersinwhich (0,1)-(0,1) = (1,0), and thealgebra 1D;.

In fact, this rather unique algebra has some interesting properties. One of them
is that 1D; can be equipped with an order that is compatible with its algebraic
operations. It is this requirement of compatibility of the order with addition and
multiplication that makes R, the field of real numbers, an ordered field. On the
other hand, while many orders can be introduced on the field of complex numbers,
none can be made compatible with the field’s arithmetic; we say that the complex
numbers cannot be ordered.

Given two elements (qo, ¢1) and (ro,r1) in 1 D1, we define

(g0,q1) < (ro,r1) if go <rooOr(go =roandq; <ri)
(90,q1) > (ro,r1) if (ro,m1) < (g0, q1)
(QO,lh) = (7°077°1) if gop=roandgq, =r;. (2.9)

It followsimmediately from this order definition that for any two elements (¢, ¢1)
and (ro,r;) in 1Dy, one and only one of (qo,q1) > (r0,71), (q0,q1) = (10,71)
and (qo, q1) < (ro,r1) holds. We say that the order is total; alternatively, 1D, is
totally ordered. The order is compatible with addition and multiplication; for al
(90,q1), (ro,71), (s0,51) € 1D1, wehave (qo,q1) < (ro,m1) = (q0,q1) +
(80,81) < (7'0,7'1) + (80,81), and (qo,ql) < (7“0,7“1); and (80,81) > (0,0) =
0 = (q0,q1) - (80,51) < (ro,71) * (S0, $1). We also see that the order on the
reals embedded in D is compatible with the order there.

The number d defined previously has the interesting property that it is positive
but smaller than any positive real number; indeed, we have

(0,0) < (0,1) < (r,0) =r. (2.10)

We say that d isinfinitely small. Alternatively, d isalso called aninfinitesimal or
adifferential. In fact, the number d is so small that its square vanishes, as shown
previously. Since for any (go,q1) € 1D1 we have

(QOa(h): (q070)+(07q1) :q0+d'q17 (211)

we call the first component of (go, ¢1) the real part and the second component the
differential part.

The number d has two more interesting properties. It has neither a multiplica:
tive inverse nor an nth root in 1Dy for any n > 1. For any (qo, 1) in 1D1, we
have

(q0,q1) - (0,1) = (0,90) # (1,0). (212
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On the other hand, one easily shows by induction on n that
(go,q1)" = (g, n - qgflql) foral (qo,q1) € 1D; anddl n > 1. (2.13)
Therefore, if d hasan nthroot (qo, ¢1) € 1D1, then

(q(T)Lv n: qg_lﬂh) = (Oa 1)7 (214)

from which we have simultaneously ¢o = 0 andn - ¢ '¢q; = 1—acontradiction,
forn > 1. Therefore, d hasnonthrootin 1D;.

We next introduceamap 0 from 1D, intoitself, whichwill proveto be aderiva-
tion and will turn the algebra 1D into a differential algebra.

Defined : D1 — 1D; by

a(qo: ql) - (07 ql) (215)
Note that

(g0, q1) + (ro,r1)} = 9(qo +ro,q1 +71) = (0,q1 + 1)
=(0,q1) + (0,71) = 9(qo0, q1) + O(ro, 1) (2.16)

and

H{(q0, 1) - (ro,m1)} = 9(q0 - 70,90 - 71 + @1 -70) = (0,q0 - 71 + q1 - 70)
=(0,q1) - (ro,71) + (g0, q1) - (0,71)
=1{9(q0,q1)} - (ro,71) + (g0, q1) - {O(ro,71)}. (2.17)

This holds for al (¢o,q1), (ro,71) € 1D;. Therefore, O is a derivation, and
hence ( 1D, 0) isadifferential algebra.

There is another way of introducing a derivation on 1D, , which maps into the
real numbers, by setting 9(") (¢, q1) = ¢1. Also (") satisfies the previous addi-
tion and multiplication rules; but because it does not map 1D into itself, it does
not introduce a differential algebraic structure on D;. The derivation 0 is appar-
ently connectedto 9(") by 8 = d - 9("), and hence has a resemblence to a vector
field (Eq. 1.7).

For the purposes of beam physics, the most important aspect of D, isthat it
can be used for the automated computation of derivatives. This is based on the
following observation. Let us assume that we have given the values and deriva-
tives of two functions f and ¢ at the origin; we put these into the rea and dif-
ferential components of two vectorsin 1D;, which have the form (f(0), f'(0))
and (g(0), g'(0)). Let us assume we are interested in the derivative of the product
f-g,whichisgivenby f'(0) - g(0) + f(0) - ¢'(0). Apparently, this value appears
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in the second component of the product (f(0), '(0)) - (9(0), g'(0)), whereas the
first component of the product happens to be f(0) - g(0). Therefore, if two vec-
tors contain the values and derivative of two functions, their product contains the
values and derivatives of the product function. Defining the operation [ ] from the
space of differentiable functionsto 1D, via

[f1= (£(0), f'(0)), (2.18)

we thus have
[f +9g]=1[f]+1[d] (2.19)
[f - 9] =[f]-[g]. (2.20)

and hence the operation closes the two upper commuting diagrams in Eq. (2.2).
Similarly, the additionin 1D is compatible with the sum rule for derivatives.

In this light, the derivations of rules for multiplicative inverses (Eg. 2.7) and
roots (Eq. 2.8) appear asafully algebraic derivation of the quotient and root rules
of calculus, without any explicit use of limits of differential quotients; thisis a
small example of generic differential algebraic reasoning.

This observation about derivatives can now be used to compute derivatives of
many kinds of functionsalgebraically by merely applying arithmeticruleson Dy,
beginning with the value and derivative of the identity function. We illustrate this
with an example using the function

1

f(z) = T @) (2.21)
The derivative of the functionis
oy (1/2*) =1
fi(z) = wt (/)7 (2.22)

Suppose we are interested in the value of the function and its derivativeat = = 3.
We obtain

@)= 5, f'3) = - o )

Now take the definition of the function f in Eq. (2.21) and evaluate it at value
and derivative of the identity function (3,1) = 3 + d. We obtain

1 1

M) = G761 ~ B0+ (/3 -1/9)

- (10/31,8/9) - (1%’_% / %> - <1_30_22_5> (229
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As can be seen, after the evaluation of the function the real part of the result
isthe value of the function at = 3, whereas the differential part is the value of
the derivative of the function at x = 3.Thisresult is not a coincidence. Using Eqg.
(2.18), wereadily obtain that for all g with g(0) # 0in 1Dy,

[1/g] = [1]/[g] = 1/[g]- (2.25)
Thus,
1 1
f@)] = [x+1/x} "z +1/q]
B 1 B 1
[zl (/2] (] + 1/[a]
= f([=]). (2.26)

Sincefor ared z, we have [z] = (z,1) = z + d, and [f(z)] = (f(z), f'(z)),
apparently

(f(3),f'(3) =F(B+4d). (2.27)

The method can be generalized to alow for the treatment of common intrin-
sic functions g; like sin, exp, by setting sin(qo,q1) = (sin(qo), g1 cos(qo)),
exp(qo, q1) = (exp(qo), g1 exp(qo)), or more generally,

9i ((90,q1)) = (9i(0),919:(q0)) (2.29)

By virtue of Egs. (2.5) and (2.28), we see that any function f representable
by finitely many additions, subtractions, multiplications, divisions, and intrinsic
functionson 1D, satisfies the important relationship

[f(@)] = f([z]). (2.29)
Therefore, fordl r € R C 1Dy, wecanwrite
(f(r), f'(r)) = f(r +d), (2.30)

fromwhichweinfer that f(r) and f'(r) are equal to thereal and differential parts
of f(r + d), respectively.
Note that Eq. (2.30) can be rewritten as

fr+d)=f(r)+d- f'(r). (2.31)

Thisresembles f(z + Az) = f(z)+ Az f'(x), in which case the approximation
becomesincreasingly better for smaller Az. Here, we choose an infinitely small
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Az, and the error turns out to be zero. In Section 2.3.5 we provide a more de-
tailed analysis of this interesting phenomenon and at the same time obtain some
interesting new calculus.

2.2.2 The Differential Algebra ,, D,

In this section, we introduce a differential algebrathat allows the computation of
derivatives up to order n of functionsin v variables. Similar to before, it is based
on taking the space C™(R"), the collection of n times continuously differentiable
functionson RY. As avector space over R, C™(R") isinfinite dimensional; for
example, the set of all monomials ¢ islinearly independent.

Onthe space C™(RY), we now introduce an equivalencerelation. For f andg in
C"(RY),wesay f =, gif andonly if f(0) = g(0) and al the partial derivatives
of f and g agree at 0 up to order n. The newly introduced relation = ,, apparently
satisfies

f=n ffordl f € C"(RY),
f=ng=g=, ffordl f, g € C"(R") and
f=ngandg=, h=— f=, hfordl f, g, h € C"(R"). (2.32)

Thus, =,, is an equivalence relation. We now group all those elements that are
related to f together in one set, the equivalence class [f] of the function f. The
resulting equival ence classes are often referred to as DA vectorsor DA numbers.
Intuitively, each of these classes is then specified by a particular collection of
partial derivativesin al v variables up to order n. We call the collection of al
these classes , D,

Now wetry to carry over the arithmeticon C "™ (RY) into ,, D,,. We observe that
if we know the values and derivatives of two functions f and g, we can infer the
corresponding values and derivatives of f + ¢ (by mere addition) and f - g (by
virtue of the product rule). Therefore, we can introduce arithmetic on the classes
in,D, via

[f1+ 9] = [f + 4] (2.33)

t-[f1=1t-f] (2.34)

[f]-1g] =1f - gl (2.35)

Under these operations, , D, becomes an algebra. For each k € {1,...,v}, de-

fine the map 9;, from ,,D,, to , D, for f via

Oulf] = {pk - if] | (2:36)

61‘k
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where
pr(T1, ..., @y) = Tp (2.37)

projects out the kth component of theidentity function. Notethat nth order deriva-
tives of py, - (0f/0x},) involve the product of the value of p;, at the origin with
(n + 1)st order derivatives of f at the origin. Even though we do not know the
values of these latter derivativesat the origin, we do know the results of their mul-
tiplications with the value of p;, at the origin, which is 0. It is easy to show that,
foral k =1,...,vandforal [f], [g] € nDy, wehave:

O ([f1+ [9]) = OkLf] + Oklg] (2.39)
O ([£]-[9]) = [f]- (Bklg) + (B[S]) - [g]- (2:39)

Therefore, Jy, is a derivation for al k, and hence (,,D,, 01, ...,0,) is adiffer-
ential algebra. Indeed, ,,D,, is ageneralization of 1D, which is obtained as the
specia casen = 1andv = 1.

2.2.3 Generators, Bases, and Order

Similar to the case of Dy, the differential agebra ,,D, aso contains the real
numbers; in fact, by mapping the real number r to the class [r] of the constant
function that assumes the value r everywhere, we see that the arithmeticon ,, D,
correspondsto the arithmetic on R.

Next, we want to assess the dimension of ,, D,,. We define the special numbers
d;, asfollows:

dk = [.Z’k] (240)
We observe that f lies in the same class as its Taylor polynomial T’ of order n

around the origin; they have the same function values and derivatives up to order
n, and nothing else matters. Therefore,

[f1=[T7]. (241)

Denoting the Taylor coefficients of the Taylor polynomial T's of f asc;, .. ;,, we
have

Tp(wr,..nmo) = Y Gl al, (2.42)
Ji++j.<n
with pittin §
1 Jitee o
Cltrenns = - . (2.43)
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and thus

[f] = [Ty] = Z Cirrin .m{& ..... zlv

Jit-t+ju<n

_ 1 v
= 3 g A div, (2.44)
Jit-+ij.<n

where, inthe last step, use has been made of [a +b] = [a]+[b] and [a-b] = [a] - [b].
Therefore, the set {1,dy: k = 1,2,...,v} generates , D,; that is, any element
of ,D, can be obtained from 1 and the d;’s via addition and multiplication.
Therefore, as an algebra, ,,D, has (v + 1) generators. Furthermore, the terms
dj* -+ -ddv for0 < j; + -+ + j, < n form agenerating system for the vec-
tor space ,,D,. They are in fact also linearly independent since the only way to
produce the zero class by summing up linear combinationsof d7' - - - - di» isby
choosing al their coefficientsto be zero; so the d{l ----- dJ» actualy form abasis
of ,D,, called the differential basis, for reasons that will become clear later. We
now want to study how many basis elements exist and thus find the dimension
of ,D,. To thisend, we represent each v-tuple of numbersj, ..., j, that satisfy
0 < j1 + -+ j» < n by the following unique sequence of ones and zeros:

(1,1,...,1,0,1,1,...,1,0,...,0,1,1,...,1,0, 1,1,...,1). (2.45)
—— —— —— —_——
j1 times ja times jo times n—ji1—+—jp times

Apparently, thevalue 1 appearsatotal of n times, and the value 0 appearsv times,
for atotal length of n + v. Thetotal number of such vectors, which is then equal
to the number of basis vectors, is given by the number of ways that 0 can be
distributed in the n + v dlots; this number is given by

!
N(n,v) % dim D, = ("“’) - ("nm)'. (2.46)
v LU

For later use, we aso note that a similar argument shows that the basis vectors
belonging to the precise order n can be described by the sequence

(1,1,...,1,0,1,1,...,1,0,...,0,1,1,...,1), (2.47)
N—— N———’ N——
j1 times jo times jo times

which haslengthn + v — 1 and v — 1 zeros, yielding the following total number
of possibilities:

n+v—1
v—1

M(n,v) = < ) = N(n,v—1). (2.48)
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TABLEI
THE DIMENSION OF , D,, ASA FUNCTION OF n AND v, FORn,v = 1,...,10
| [ a2 of o] s ef 7] e of ]
1 2 3 4 5 6 7 8 9 10 11
2 3 6 10 15 21 28 36 45 55 66
3 41 10 20 35 56 84 120 165 220 286
4 51 15 35 70 126 210 330 495 715 1,001
5 6| 21 56 126 252 462 792 1,287 2,002 3,003
6 7|28 84 210 462 924 1,716 3,003 5,005 8,008
7 8 | 36 | 120 330 792 | 1,716 3,432 6,435 | 11,440 19,448
8 9 | 45 | 165 495 | 1,287 | 3,003 6,435 | 12,870 | 24,310 43,758
9 10 | 55 | 220 715 | 2,002 | 5005 | 11,440 | 24,310 | 48,620 92,378
10 || 11 | 66 | 286 | 1,001 | 3,003 | 8008 | 19,448 | 43,758 | 92,378 | 184,756

Since the number of terms up to order n equals the number of terms up to order
n — 1 plus the number of terms of exact order n, we have

N(n,v) = N(n —1,v) + N(n,v — 1), (2.49)

which aso follows directly from the properties of binomial coefficients.

Table | gives the dimension of ,,D, as a function of n and v, for n,v =
1,...,10. Note that the table clearly shows the recursive relation (Eq. 2.49).
Moreover, the table is symmetric about the diagonal, which is a direct result
of the fact that the dimension of ,,D,, N(n,v), is symmetric inn and v, i.e,
N(n,v) = N(v,n).

Since , D, isfinitedimensional, it cannot be afield. Otherwise, thiswould con-
tradict Zermelo's Theorem, which asserts that the only finite dimensional vector
spaces over R which are fields are C' and the quaternions (in which multiplica-
tion is not commutative). This will be confirmed again later by the existence of
nilpotent elements (the infinitesimals), which can have no multiplicative inverse.

Similar to the structure 1D, ,,D,, can also be ordered (Berz 1990b). Given a
DA number, welook for the terms that have the lowest sum of exponentsof thed ;
that occurs. From all combinations of these exponents, we find the ones with the
highest exponent in d, and from these the ones with the highest exponent of d,,
and so on. Theresulting combinationis called theleading ter m and its coefficient
the leading coefficient. For example, if a DA vector has a constant part, then the
constant part is the leading term; if the constant part vanishes but the coefficient
of d; isnonzero, then d; will be the leading term. We now say the DA number is
positiveif itsleading coefficient is positive.
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We conclude that if ¢ and b are positive, then so arebotha + b and a - b. The
leading term of a + b is either the leading term of a or the leading term of b, and
if the leading terms are equal, the leading coefficients cannot add up to zero since
they are both positive. The leading term of a - b is the product of the leading term
of a and the leading term of b, and the leading coefficient is the product of the
leading coefficients of a and b.

Fora # bin,D,, we say
{a > ifa—bispostive (250)

a <b otherwise

Then, for any a, b in ,D,, exactly oneof eacha = b, a > band a < b holds.
Moreover, for any a,b,cin ,D,,a < band b < c entailsthat a < c. Therefore,
the order is total; alternatively, we say that ,, D, istotally ordered. Moreover, the
order is compatible with addition and multiplication, i.e., for al a, b, cin ,, D, we
have that

{a<b :>a+c<b+c- (251)

a<b,c>0 = a-c<b-c

We call the order lexicogr aphic because when comparing two numbers a and
b, we look at the leading coefficient of a — b. This is equivalent to starting by
comparing the leftmost terms of a and b, and then moving right until we have
found a term in which the two numbers disagree. We a so introduce the absolute
valuevia

i >
la] = {“ faz0 (252)
—a €lse

Note that the absolute value maps from ,, D,, into itself, and not into R as in the
norm introduced later.
Observethat foral r > 0in R, andforal kin{1,...,v},

0<dp < (2.53)

Therefore, al dj, areinfinitely small or infinitesimal.
Now we can order the basis defined in Eq. (2.44) asfollows:

Mi=1>My=dy >Mz=dy>--->Myy1 =dy >---
> My_1 >]\/[N:d:}; (254)

and an arbitrary element « = [f] € ,,D, can now be represented as an ordered
N-tuple

a:(cl,c2,"'7cN)7 (255)
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wherethe ¢;'s are the expansion coefficientsof a inthebasis{ M, Mo, ..., My}
and are given by Eq. (2.43). Addition and multiplication rules (2.33), (2.34) and
(2.35) in ,D, can be reformulated as follows. For a = (a1, as2,...,an), b =

(b1,b2,...,bn)in,D,,andfor t in R, we have:
a+b=(a; +b1,as +ba,...,an + by) (2.56)
t-a=(t-ai,t-as,...,t-an) (2.57)
a-b=(c1,ca,...,cN), (2.58)

where
=  a-b; (2.59)
M;-Mj;=M;

It follows that an element a of ,, D, is an infinitesimal if and only if its first
component a;, the so-called real part, vanishes. To conclude the section, we
also observe that the total number P(n, v) of multiplications of the form a; - b;
necessary to compute al coefficients ¢, of the product is given by

(2.60)

P(n,v) = N(n,2v) = <n + 21;) _ (n+20)!

2v ) nl(2)!’

since the number of each combination A ;- M; of monomialsin ,, D, in Eq. (2.59)
corresponds uniquely to one monomial in ,,Ds,.

2.2.4 The Tower of Ideals, Nilpotency, and Fixed Points
To any element [f] € , D, we define the depth A([f]) as

Order of first nonvanishing derivativeof f [f] # 0 (2.61)
e .

M[f) = {H 1 ’

In particular, any function f that does not vanish at the origin has A([f]) = 0. In
asimilar way, on the set ,, D} that describes vector functions f: (fiy ey fm)
from R* to R™, we define

A(([fi] -5 fm])) = min A([fx]) (2.62)

1<k<m
We observethat forany a, b € ,D,,, we have

Ala-b) = min(A(a) + A(b),n + 1)

and
Ala + b) > min(A(a), A(D)). (2.63)
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In fact, except that A never exceedsn + 1, it behaves like a valuation. We now
definethe sets I, as

I, = {a € ,Dy|\(a) > k}. (2.64)
We apparently have the relation
wDy=IoD>I D...0I, DI = {0} (2.65)

All I’sareideals, i.e., fora € I, andany b € ,D,,, wehavea - b € I, which
readily follows from Eq. (2.63). Because of Eq. (2.65), the I ,’s are often referred
to as the “tower of ideals.” The ldeal I, apparently isjust the collection of those
elementsthat areinfinitely small or zero in absolutevalue. Aninteresting property
of theelementsin I; (andhenceasothosein I», I3, .. .) isthat they are nilpotent.
Following the multiplication rules of the depth, we see that if a € I, and hence
Aa) > 1,

Ay > (n+1)-Aa) >n+1, (2.66)
and so indeed
a"tt =0. (2.67)
In particular, al differential generators d, are nilpotent. On the other hand, all
elementsin ,, D, \ I; arenot nilpotent, but their powersactually stay in , D, \ I1;
indeed, they all have A(a) = 0, which also entailsthat A(a*) = 0.
We now introduce a norm of the vector a in ,,D,. Let a have the components

(a1,...,ay) inthedifferential basis; then we set

llal| = N(n,v) - Jnax |ag)- (2.68)

We see that

[la|]] = 0if andonly if a =0
|t - al| = |¢| - ||a|| for @l real ¢.
By considering |a; + b;| < |a;| + |b;|, we see that
lla +bl| < llal| + ||b]] (2.69)
and hence|| || isindeed anorm. Let ¢ = (c1, ..., cn) = a - b. From the multipli-

cation rule, we remember that each of the ¢;’s is made by summing over products
of a; and b;. Since there cannot be more contributions to the sum as N (n,v),
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we have ¢; < N(n,v) - maxa; - maxb;. Thisentailsthat N(n,v) - max |¢;| <
N (n,v)? max(a;) - max(b;) and hence

lla-0l| < [lall - [[b]l, (270)

so the norm satisfies a Schwartz inequality.

We proceed to the study of operatorsand prove a powerful fixed-point theorem,
which will simplify many of the subsequent arguments. Let O be an operator on
theset M C ,D}*. Thenwe say that O iscontractingon M if forany @, b € M
With @ # b,

—

NO(@) — O(b)) > \(@ — b) (2.71)

Therefore, in practical termsthis meansthat after application of O, the derivatives
in @ and b agreeto a higher order than they did before application of O.

For example, consider theset M = I, and the operator O that satisfies O(a) =
a®. Then, O(a) — O(b) = a®> —b* = (a+b)-(a—b), and thus \(O(a) — O(b)) =
min(A(a+b)+A(a—b),n+1) > A(a—b),sincea+b € I; andso A(a+b) > 0.

We also see that if we have two operators ©O; and O, that are contracting on
M , then their sum is contracting on M because, according to Eq. (2.63),

M(O1(@) + 0(@)) = (O1(B) + O2(5))
> min(A(0: (@) — 01(5)), AM(O:(@) — Os(5))

=, =,

> min(\@ — b), \(@ — b)) = \(@ — b). (2.72)

Furthermore, if the set M on which the operators act is a subset of I, then their
product is aso contracting.

Another important case of a contracting operator is the antiderivation 8,;1.
Indeed, assume A(@ — b) = [, then the first nonvanishing derivativesof @ — b are
of order [. However, after integration with respect to any variable k, the derivatives
of @ — b areof order [ + 1, and thus, using the linearity of the antiderivation,

-

Ot — 0;71) = A8, H(@ — b)) > A(@ —b) (2.73)

and thus the antiderivation operator is contracting. Thiswill prove eminently im-
portant in the study of differential equations following.

Contracting operators have a very important property—they satisfy a fixed-
point theorem. Let O be a contracting operator on M C D, that maps M
into M. Then O has a unique fixed point a € M that satisfies the fixed-point
problem

a = O(a). (2.74)
Moreover, let ag be any element in M. Then the sequence

ap = O(Gk_l) fork=1,2,... (2.75)
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converges in finitely many steps [in fact, at most (n + 1) steps] to the fixed
point a. The fixed-point theorem is of great practical usefulness since it ensures
the existence of a solution and, moreover, allows its exact determinationin avery
simple way in finitely many steps.

The proof of the fixed-point theorem is rather ssmple. Consider the sequence
ar+1 = O(ar). We have that

)\(ak+2 — ak+1) = )\(O(ak+1) - O(ak))

> )\(akJrl - ak).

Because A assumes only integer values, we thus even have A(a 42 — apy1) >
Mag+1 — ax) + 1, and hence by induction it follows that

Mant2 — @ny1) > Mansr —an) +1> ...
> NMai —ao) +(n+1) >n+1

Because of the definition (Eq. 2.61) of A, this entails that a,,42 = @41, OF be-
cause a2 = O(an+1),

ant1 = O(any1)-

Therefore, the fixed point has indeed been reached exactly after (n + 1) steps.
The fixed point is also unique; if both ¢ and a* were distinct fixed points, then
Aa —a*) = A(O(a) — O(a*)) > A(a — a*), which is acontradiction.

The fixed-point theorem, and aso its proof, has many similarities to its fa
mous counterpart due to Banach on Cauchy-complete normed spaces. In Ba
nach’s version, contractivity is measured not discretely via A but continuously
via the norm, and it is sufficient that there existsarea ¢ with 0 < ¢ < 1 with
|O(a1) — O(az2)| < q - |a1 — az|. Then the resulting sequence is shown to be
Cauchy, and itslimit is the solution. In the DA version of the fixed-point theorem,
convergence happens very conveniently after finitely many steps.

Similar to the case of the Banach fixed-point theorem, the DA fixed-point theo-
rem also has many useful applications. In particular, it allowsfor arather straight-
forward solution of ODEs and PDEs by utilizing operators that contain deriva-
tions, as will be shown later.

For example, we want to utilize the fixed-point theorem to prove the quotient
rule of differentiation: Given a function f and its partia derivatives of order n,
that satisfies f(0) # 0. Then we want to determine all the partial derivatives of
order n of the function 1/f. In DA terminology, this is equivaent to finding a
multiplicative inverse of theelement a = [f] € Iy C »D,. Let ap = f(0). Then
we have A(a — ag) > 0. Letb = [1/f], and asdemanded a - b = 1. This can be
rewrittenas (a —ap) -b+ap-b=10r

b:i-{l—(a—ao)-b}.
ao



100 DIFFERENTIAL ALGEBRAIC TECHNIQUES

Defining the operator O by O(b) = {1 — (a — ag) - b} /ao, we have afixed-point
problem. Let ¢y # ¢3 € ,D,. Then we have

MO = 0e) = (222 (01— )

0]

= min ()\ <a—a0> + Ay — ), n+ 1)
Qo

> )\(Cl — 02),

and hence the operator is contracting. Thus, a unique fixed point exists, and it
can bereached inn + 1 steps from any starting value. This method has particular
advantages for the question of efficient computation of multiplicative inverses.

In a similar but somewhat more involved example, we derive the root rule,
which allows the determination of the derivatives of +/f from those of f. We
demand £(0) > 0. Leta = [f], b = [\/f]- Thenb? = a. Setting ap = f(0) and
writing a = ag + a and b = \/ag + b, we have A\(@) > 0 and A(b) > 0. The
condition b? = a can then be rewritten as

b= ‘;\_/aﬁj = O(b). (2.76)

The operator O is contracting on the set M = {b|\(b) > 0};if ¢; and ¢, arein
M

)

AMO(c1) = O(c2)) = X <2\;%(c% — c%)) =2 —¢1) + AMea + 1)
> min(A(ey — ¢1),n + 1). (2.77)

Hence, the operator is contracting, and the root can be obtained by iteration in
finitely many steps. Again, the method is useful for the practical computation of
roots.

2.3 ADVANCED METHODS

2.3.1 Composition and Inversion

Let us consider a function g on R? in v variables that is at least n times differ-
entiable. Given the set of derivatives [M],, up to order n of a function M from
R? to RV, we want to determine the derivatives up to order n of the composi-
tion g o M = g(M), and hencethe class [g o M],,. According to the chain rule,
the nth derivatives of g o M at the origin can be calculated from the respective
derivatives of M at the origin and the derivatives of up to order n of g at the point
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M (6). Thisimplies that the mere knowledge of [g],, is sufficient for this purpose
if M(0) = 0; on the other hand, if this is not the case, the knowledge of [g] , is
not sufficient because this does not provide information about the derivatives of g
at M(0).

Sincethe derivativesof g are only requiredto order n, for the practical purposes
of calculating the class [¢g o M],, it is actually possible to replace g by its Taylor

polynomial T, around M (0) since T}, and g have the same derivatives; therefore,
[go M], =[Ty 0 M],. (2.78)

However, since the polynomial evaluation requires only additions and multiplica
tions, and both additions and multiplications commute with the bracket operation
by virtue of Egs. (2.33) and (2.34),i.e., [a + b] = [a] + [b] and [a - b] = [a] - [B],
we have

[g ° M]n = Tg([M]n) (2-79)

This greatly simplifies the practical computation of the composition sinceit now
merely requiresthe eval uation of the Taylor polynomial of g onthe classes [M] ,,,
i.e., purely DA arithmetic.

It now also follows readily how to handle compositions of multidimensional
functions; replacing g by the function A mapping from R? to R?, and denoting
the Taylor polynomial of A" around M (0) by T, we have

-

Vo Ml =T ([M]an)- (2.80)

A particularly important case isthe situation in which M(0) = 0; in this case, the
Taylor polynomial T of A" around M(ﬁ) is completely specified by the class
[NV]n- This entails that we can define a composition operationin theideal IV C
»DY via

def

[N o M]n = [N o M],. (2.81)

Now we address the question of the determination of derivatives of inver se func-
tions. Let us assume we are given amap M from R to R with M (0) = 0 that
is n times differentiable, and let us assume that its linearization M around the
origin is invertible. Then, according to the implicit function theorem, there is a
neighborhood around  where the function is invertible, and so thereis afunction
M1 suchthat M o M~! = . Moreover, M~ is differentiableto order n.

The goal is to find the derivatives of M ~! from those of M in an automated
way. In the DA representation, this seemingly difficult problem can be solved by
an elegant and closed algorithm.
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We begin by splitting themap M intoitslinear part M and its purely nonlinear
part \', so that we have

M=M+AN. (2.82)

Composing the inverse M —! with M, we obtain

MoM™t =
MoM =T -NoM!
M P =M"o(T-NoM™). (2.83)

The resulting equation apparently is a fixed-point problem. Moving to equiva-
lence classes, we see that the right-hand side is contracting, since

{M ™o ([Z]n = Nl o [Aln)} = {M " o ([Z]n = [N]n o [Bln)}
~ o (Wl o [Bln — [Vn © [Aln) (2.84)

However, note that [\],, € I}, and so for any [A], and [B],, € 17, if [A], and
[B],, agree to order k, then [N], o [A],, and [N],, o [B],, agreeto order k + 1
because every term in [ A] and [B] is multiplied by at least one nilpotent element
(namely, other components from [.A] and [B]). According to the fixed-point theo-
rem, this ensures the existence of a unique fixed point, which can be reached at
most n iterative steps. Therefore, we have devel oped an algorithm to determineall
derivatives of up to order n of M ~! infinitely many steps through mereiteration.
Because it requires only iteration of arelatively simple operator, it is particularly
useful for computation.

2.3.2 Important Elementary Functions

In this section, we introduce important functions on the DA ,,D,,. In particular,
thisincludes the functions typically availableintrinsically in a computer environ-
ment, such as exp, sin, and log. As discussed in Section 2.3.1, for any function g
that is at least n times differentiable, the chain rule in principle allows the compu-
tation of the derivatives of order n of go f at theorigin, and hence[g o f], fromthe
mere knowledge of the derivatives of f, and hence [f], as well as the derivatives
of g at f(0). Thisalows usto define

a([f) = [g(f)]- (2.85)
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In particular, we thus can obtain the exponential, the trigonometric functions, and
avariety of other functions as

exp([f]) < [exp(f)], log([f]) = [log(f)], (2.86)
sin([f]) < [sin(f)], cos([f]) = [cos(f)], (2.87)

(1% [\/F] for £(0) positive, (2.88)
etc.

While this method formally settles the issue of the introduction of important
functionson ,, D, in arather complete and straightforward way, it is not useful
for computation of the previous functionsin practice in an efficient and genera
way. In the following, we illustrate how this can be achieved.

We observe that by the very nature of the definition of the important functions
viaEg. (2.85), many of the original properties of the functionstrandateto ,,D,,.
For exampl e, functional relationships such as addition theorems continueto hold
in,,D,. Toillustrate this fact, we show the addition theorem for the sin function:

sin([f] + [4])

[sin(f + )] = [sin(f) cos(g) + cos(f) sin(g)]
[sin(f) cos(g)] + [cos(f) sin(g)]
(
[

fsin(f)][cos(9)] + [cos(f)][sin(g)]
= sin(([f]) cos([g]) + cos([f]) sin([g]), (2.89)

where we have made use of the definitions of the functionson ,, D, aswell asthe
fact that [a ® b] = [a] ® [b] for all elementary operations such as +, —, and x.
Obviously, other functional rules can be derived in avery analogous way.

The addition theorems for elementary functions alow us to derive convenient
computational tools using only elementary operations on ,D,. For this pur-
pose, one rewrites the expression in such a way that elementary functions act
only around points for which the coefficients of their Taylor expansion are read-
ily available. As discussed in Section 2.3.1, according to Eq. (2.81) this alows
substitution of the function itself by its nth order Taylor polynomial, which com-
putationally requires only additions and multiplications. For example, consider
the elementary function g = sin. We split the argument function f in the class [ f]
into two parts, its constant part ap = f(0) and its differential (nilpotent) part f,
so that

[f] = lao] + [f]- (2.90)
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We then conclude

sin([f]) = sin([ao] + [f]) = sin([ao]) cos([f]) + cos([ao]) sin([f])

k(n) 1120 k(n) [f2itl
= )] (1) s+ foosan) ;H)’%, (291)

where k(n) is the largest integer that does not exceed n /2.
The strategy for other functionsis similar; for example, we use

exp(ag + b) = exp(ag) - exp(b (2.92)
Vag+ 0= \/_ (for ag > 0 (2.93)

b
log(ag + b) = log(ag) + log <1 + a_> (for ag > 0) (2.94)
0

1 1 1

= .~ (f 2.
w0 tb w0 1Tbja (forag > 0) (2.95)

and the respective Taylor expansions around 0 or 1.

It is now possible to obtain derivatives of any order of a functional depen-
dency that is given in terms of elementary operations and elementary functions
by merely evaluating in the DA framework and observing

[f(z1, - m)] = f (2], o)) = flda, oo dy) - (2.96)

2.3.3 Power Series on ,,D,,

We say that a sequence (ay) convergesin , D, if there existsanumber a in ,, D,
suchthat (||ax —al|) convergesto zeroin R. That is, givene > 0 in R, thereexists
apositiveinteger K suchthat ||jay — a|| < eforal k > K.

With the previously defined norm, ,, D, isaBanach space, i.e., anormed space
which is Cauchy complete. A sequence (ay) in ,D, is said to be Cauchy if for
eache > 0in R thereexistsapositiveinteger K suchthat ||ay —a;|| < e whenever
k and [ areboth > K. For the proof of the Cauchy completenessof ,,D,,, we need
to show that every Cauchy sequencein ,, D, convergesin ,,D,,.

Let (ar) beaCauchy sequencein ,, D, andlet e > 0 in R be given. Then there
exists apositiveinteger K > 0 such that

llax — ai]| < eforal k,1 > K. (2.97)
According to the definition of the norm, it follows from Eq. (2.97) that

lak,; —a ;| <eforalk,l > Kandforadli=1,2,..., N, (2.98)



ADVANCED METHODS 105

where a;, ; and a;,; denote the ¢th components of a;, and a;, respectively. Thus,
the sequence (ag,;) is a Cauchy sequence in R for each i. Since R is Cauchy
complete, the sequence (ay, ;) convergesto some real number b; for eachi. Let

b= (by,bs,...,bx). (2.99)

Weclaimthat (ay ) convergestobin,, D,.Lete > 0in R begiven. For each i there
exists a positive integer k; such that |ay ; — b;| < ¢/N foral k > k;. Let K =
max{k; :1=1,2,...,N}. Then|ay,; — b;| < ¢/N forali=1,2,...,N and
foral k > K. Therefore,

llax — b]| < eforal k > K, (2.100)

and hence (ay,) convergestobin ,, D, asclaimed.

One particularly important class of sequences is that of power series. Let
{ar}32, be a sequence of real numbers. Then Y77, ary®, y €,D, is caled
apower seriesin y (centered at 0). We say that a power series >~ axy* con-
vergesin , D, if the sequence of partial sums, 4,, = >/, ary®, convergesin
nDy.

Now let 3.7 ary® be a power series in the real number y, with real coeffi-
cients and with real radius of convergence o. We show that the series converges
in,D, if R(y)| < o, where R(y) denotesthe rea part of y. From what we have
done so far, it suffices to show that the sequence (A ) is Cauchy in ,, D,,, where

A = ary®. (2.101)

Let m > n be given. Writey = yo + ¢, where y, is the constant part of y, and
hencey — yo € I;. Then,

m n m
Zak(yo +9)k = Zak(yo +9)* + Z ar(yo + )"
k=0 k=0

m k '
:Zak(y0+g)’“+ Z akzz'(kk; ),Z/g g

k=0 k=n+1 =0

n
= Z ar(yo + 9)*

k=0

o
k g' (k—n—1)!
* Z ack ... (k=m)ys ) (% k=0 )
k=n+1 =0

(2.102)
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where use has been made of thefact that j* = 0 forall i > n. Now let! > m > n
be given. Then,

l n oo~
o~ G (k—n—1)!
A—An= Y ak-k-...-(k—n)y{)”z%w. (2.103)
7 !

k=m+1 i=0 Z'(k - Z)'
Therefore,
l n ~i
’ P (k—n—-1)!
A — A, = k.. (k—n)yk yok—n-1!
A= 3 ok b Y- (5 )H

l

< Y ak-ke (k= n)ygll-

k=m+1 0 Yo
l n ~i
< ko (k—n)ykl] - Y .
(30 ot | S|
(2.104)
Sincek - ...- (k—n) < k"L
lim (k-...-(k—mn)"* < lim (k"tH)/k = 1. (2.105)

k—o00 T koo

Therefore, the first factor convergesto 0 if |yo| < o. Since the second factor is
finite, || A; — A, || convergesto 0. Thus, the sequence (A ,,,) is Cauchy in,, D,, for
lyo| < o. Therefore, the series convergesif |yo| < o.

Now that we have seen that the power series actually converges, the question
arises as to whether the DA vector of the power series applied to afunction f is
the same as the power series applied to the DA vector [ f], which we just proved
to converge. Of course, if the power series has only finitely many terms, the ques-
tion is settled because the elementary operations of addition and multiplication
commute with the class operations, and we have that [f + g] = [f] + [g], etc.
However, in the case in which there are infinitely many operations, commuta-
tivity is not ensured. The answer to the question can be obtained with the help
of the derivative conver gence theorem.

Leta < bin R andlet { f;.}32, be asequence of real-valued functionsthat are
differentiable on [a, b]. Suppose that { f1}°, converges uniformly on [a,b] to a
differentiable function f and that { f;.}%2, convergesuniformly on [a, b] to some
function g. Then g(z) = f'(x) fordl = € [a, b].

For the proof, let z € [a,b] and e > 0 in R be given. There exists a positive
integer K such that

|fr.(z) — g(z)| < e/4foral k> K andfor z € [a, b], (2.106)
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from which we have
|fr, (@) — fr,(x)] <e/2foral z € [a,b) and k1, ks > K. (2.107)
Let ko > K begiven. Thereexists §;, > 0 such that

fko (t) - fko (17)

t—x

= fio (2)| <€/4

whenever
€ [a,b], t Axand |t — z| < O, - (2.108)

By the mean val ue theorem, for any integer m > K andfor any t # z in [a, b],
[(fm = fro) (@) = (fm = fro) (O] = |(fm = fio) ()| - |2 —¢[  (2.109)

for some ¢ between z and ¢. Using Eq. (2.107) and the fact that ¢ € [a,b] and
m, k() Z K,

|(fm = fro)" ()] < €/2. (2.110)
Combining Egs. (2.110) and (2.109), we get
|(fm = fro) (@) = (fim = fro) @) < €/2 - |z — 1], (2111)

which we rewrite as

Sm() = fm (@) fio(8) = fio ()
‘ pa— - - < €/2. (2.112)
Letting m — oo in Eq. (2.112), we obtain that
f JZ) fko (t) - fko (Jf)
‘ e - < €/2. (2.113)

Using Egs. (2.106), (2.108), and (2.113), we finally obtain that

ft) = fl@) f@) = f(@)  frot) — fro ()
o] <[

t—x t—zx

# [ g )|+ |1t o) - )

<e€/2+e/d+e/d=¢€. (2.119)

Since Eq. (2.114) holdswhenever ¢ € [a,b] and 0 < |t — z| < dy,, we conclude
that f'(z) = g(z). Thisfinishes the proof of the theorem.
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We next try to generalize the previous theorem to higher order derivatives:
Let {fr}7>, beasequence of real-valued functionsthat aren times differentiable
on [a, b]. Supposethat { f}7>, converges uniformly on [a, b] to an n times dif-
ferentiable function f and that { f ,5’“};0: 1 converges uniformly on [a, b] to some
function gy, k = 1,2,...,n. Then, gx(z) = f* () foral = € [a,b] and for all
k=1,2,...,n.

The proof of the statement follows by induction on n. It istruefor n = 1 be-
cause it directly follows from the previous theorem. Assume it istruefor n = j,
and show that it will betruefor n = j + 1. Therefore, if { f1}7°, isasequence of
real-valued functions that are j times differentiable on [a, b], { f1};2, converges
uniformly on|[a, b] to aj times differentiablefunction f, and {f,gk) 172 | converges
uniformly on [a, b] to some function gy, k = 1,2,...,7, then gp(z) = f*) ()
forall z € [a,b] andforadl k = 1,2,..., ;. Now let {f;}%2, be asequence of
real-valued functionsthat are (5 + 1) times differentiable on [a, b]. Suppose that
{fr}72, convergesuniformly on [a,b] to a (j + 1) times differentiable function
f and that {f,gk)}zozl converges uniformly on [a, b] to some function g, k =
1,2,...,j+1.Thengy(z) = f®(z) fordl = € [a,b] andforal k =1,2,...,j
by the induction hypothesis. Furthermore, applying the previous theorem to the
%quence{f,ﬁj)}gozl,Weobtainthatgj+1(:n) = fUtD(z) foral z € [a,b]. There-
fore, gp(z) = f*)(z) foral = € [a,b] andforal k = 1,2,...,5 + 1. Thus, the
statement istruefor n = j + 1. Therefore, it istrue for all n.

The two previous results are readily extendable to sequences of real-valued
functionson RY, in which derivatives are to be replaced by partial derivatives.

We can now apply the result to the question of convergence of power series
of DA vectors to the DA vector of the power series. As shown previously, the
power series of DA vectors convergesin the DA norm within the classical radius
of convergence. This entails that all its components, and hence the derivatives,
converge uniformly to the values of the limit DA vector. Hence, according to the
previous theorem, this limit contains the derivatives of the limit function.

2.3.4 ODE and PDE Solvers

Historically, the main impetus for the development of differential algebraic tech-
niqueswere questions of quadrature and the solution of ordinary differential equa-
tions. In our case, the direct availability of the derivations 9; and their inverses
0; ! alows to devise efficient numerical integrators of any order.

One such method is based on the common rewriting of the ODE as a fixed-
point problem by use of

t
T=A(D) =7+ / F(zthdt'. (2.115)
t;
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Utilizing the operation J, jl for the integral, the problem readily trandates into
the differential algebra ,, D1, where besides the v position variables, thereisan
additional variablet’.
As shown in Eq. (2.73), the operation 9, is contracting. Since

- —

Af(Z1,t) = f(2,1) > M2 = 23), (2.116)
it follows that
MA(Z) — A(2)) > M2 — 2), (2.117)

and hence the operator A on ,, D, is contracting. Thus, there exists a unique fixed
point, which moreover can be reached in a most n + 1 steps from any starting
condition. Thus, iterating

71 =0 (2.118)
Fpr=A(Z) fork=1,2,...,n+1 (2.119)

yields the exact expansion of Z'in the v variables and the time ¢ to order n. The
resulting polynomial can be used as an nth order numerical integrator by inserting
an explicit time step.

It is interesting that the computational expense for this integrator is actually
significantly lower than that of a conventional integrator. In the case of a con-
ventional integrator, the right-hand side has to be evaluated repeatedly, and the
number of these evaluationsis at least equal to the time step order and sometimes
nearly twice as much, depending on the scheme. The DA integrator requiresn + 1
iterations and hence n + 1 evaluations of the right-hand side, but since in the
(k — 1)st step only the kth order will be determined exactly, it is sufficient to per-
form this step only at order £. Since the computational expense of DA operations
increases quickly with order, by far the most important contribution to time comes
from the last step. In typical cases, the last step consumes more than two-thirds
of the total time, and the DA integrator is about one order of magnitude faster
than a conventional integrator.

For ODEs that are simultaneously autonomous and origin preserving, i.e.,
time independent and admitting Z(t) = 0 as a solution, another even more effi-
cient method can be applied. For agiven function on phase space g (7, t) , accord-
ing to Eq. (1.7), the time derivative along the solution of any function g is given
by
%g(f,t) =f-Vg+%g=
The operator L 7 the vector field of the ODE, a so allows computation of higher
derivativesviad™ /dt" g = L:}g. Thisapproachiswell known (Conte and de Boor

Lfg.
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1980) and in fact is even sometimes used in practice to derive analytical low-order
integration formulasfor certain functions f. Thelimitationisthat unless f isvery
simple, it is usually impossible to compute the repeated action of L 7 analytically,
and for this reason this approach has not been very useful in practice. However,
using the differential algebras ,, D,,, and in particular the 9;, operators which dis-
tinguish them from ordinary algebras, it is possible to perform the required opera-
tions easily. To this end, one just evaluates f in,, D, and usesthe 9, sto compute
the higher derivativesof g.

If the Taylor expansion of the solution in time ¢ is possible, we have for the
final coordinates Z'¢

7= T (2.120)
i=1

whereZ istheidentity function.

If g and f arenot explicitly time dependent, the time derivative part vanishesfor
all iterations L. Furthermore, if f isorigin preserving, then the order that is lost
by aplain application of 9;, in the gradient is restored through the multiplication;
for the derivatives up to order n of f - Oxg, only the derivatives of up to order
n — 1 of 0y, g areimportant. This meansthat with one evaluation of f, the powers
of the operator L > can be evaluated to any order directly within DA for any n.
Using it for ¢ = z;, the components of the vector 2, we obtain an integrator of
adjustableorder.

While for genera functions, it is not a priori clear whether the series in the
so-called propagator converges, within the framework of ,, D,, thisis awaysthe
case, as we will now show. Because of the Cauchy completeness of ,, D, with
respect to thenorm on ,, D, it is sufficient to show that

k4l I
> = lg) = 0fork — oo andforall I (2.121)
i=k

Using the definition of the norm (Eqg. 2.68), the triangle inequality (Eq. 2.69), and
the Schwarz inegquality (Eg. 2.70), we first observe that

I Lglgl Il = <> N - Olalll

> fi- Oklg]
k=1

<D Ng 1 < - gl (2122)
k=1
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wherethefactor C' = 3", _, || fx|| isindependent of [¢]. Thus,

k41 Lj; L’ e
> =l 52 = [g]]] - Z : (2.123)
i=k i=k

However, since the real-number exponential series convergesfor any argument C,
the partial sum S/ /il tendsto zero as k — oo for all choices of I.

This method is the computationally most advantageous approach for au-
tonomous, origin-preserving ODESs. In practice, one evaluation of the right-hand
side f is required, and each new order requires merely one derivation and one
multiplication per dimension. For complicated functions f, the actual computa-
tional expensefor each new order is only asmall multiple of the cost of evaluation
of £, and hencethis method ismost efficient at high ordersand largetime steps. In
practical useinthecode COSY INFINITY, step sizesarefixed and ordersadjusted
dynamically, typically falling in arange between 25 and 30.

To conclude, we address the question of the solution of PDEs. Similar to the
fixed point ODE solver, it is also possible to iteratively solve PDEs in finitely
many steps by rephrasing them in terms of a fixed-point problem. The details
depend on the PDE at hand, but the key ideais to eliminate differentiation with
respect to one variable by integration. For example, consider the general PDE
a10/0x(a20/0xV) + b 0/ Oy(b20/0yV) + ¢10/02(c20/02V) = 0, where a;,
b;, and ¢; arefunctionsof z, y, and z. The PDE isrewritten as

= [ 2)
y=0
a; 0 0 1 0 0
‘/y<m< a—V> b s ("%V»}'

The equation is now in fixed-point form. Now assume the derivatives of V' and
0V /dy with respect to = and z are known in the planey = 0. Then the right-hand

side is contracting, and the various orders in y can be iteratively calculated by
mere iteration.

2.3.5 The Levi-Civita Field

We discussin this section avery useful extension of DAS, afield that was discov-
ered first by Levi-Civita, upon which concepts of analysis have recently been de-
veloped (Berz 1994). Theresults obtained are very similar to the onesin nonstan-
dard analysis; however, the number systems reguired here can be constructed di-
rectly and described on a computer, whereas the ones in nonstandard analysis are
exceedingly large, nonconstructive (in the strict sense that the axiom of choiceis
used and in a practical sense), and require quite a machinery of formal logic for
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their formulation. For adetailed study of thisfield and its calculus, refer to ((Berz
1994), (1996)). We start with the study of the algebraic structure of the field.

First, weintroduce afamily of special subsets of therational numbers. A subset
M of the rational numbers @ is said to be left-finite if below every (rational)
bound there are only finitely many elements of A/. We denote the family of all
left-finite subsets of ) by F. Elements of F satisfy the following properties. Let
M,N € F begiven, then

M # () = M hasaminimum (2.124)
XCM=X¢eF (2.125)
MUNeFad MNNeF (2.126)
M+N={x+ylze M,ye N} € F. (2.127)
x € M + N = Jonly finitely many (a,b) € M x N withz = a +b.
(2.128)

We now define the new set of numbersR:
R ={f:Q — R suchthat supp(f) € F}, (2.129)

where

supp(f) = {q € Q : f(q) # 0} (2.130)

Thus, R isthe set of al real-valued functions on @) with left-finite support. From
now on, we denote elementsof R by z, y, . . ., and their values at a given support
pointg € @ by z[q], ylq], - - .. Thiswill save some confusion when we talk about
functionson R.

According to Eq. (2.124), supp(x) has a minimum if  # 0. We define for
TEeER

Az) = {mm(supp(x)) o 70 (2.131)
00 ifz=20
Comparing two elements z and y of R, we say
z ~y <= Az) = A(y). (2.132)
Y = Mz) = Ay) and 2[A(@)] = yAy)). (2.133)
T =,y < z[q] =yg]fordl g <r. (2.134)

Apparently, the order islexicographicin the sense that the functions z and y are
compared from left to right. At this point, these definitions may look somewhat
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arbitrary, but after having introduced order on R, we will see that A describes
“ordersof infinite largeness or smallness’, therelation “ ~" correspondsto agree-
ment of order of magnitude, whereas the relation “~" corresponds to agreement
up to aninfinitely small relative error.

We define addition on R componentwise: For z, y € R,andq € Q,

(z +y)lal = z[a] +ylg]- (2.135)

We note that the support of « +y is contained in the union of the supportsof = and
y and is thus itself left-finite by EQ. (2.126) and (2.125). Therefore, z + y € R,
and thus R is closed under the addition defined previoudly.

Multiplication is defined asfollows: For z, y € R,andq € Q,

@Y= > =l vl (2.136)

q=,qy € Q,
Gz +qy=q

Note that supp(z - y) C supp(z) + supp(y); hence according to Eq. (2.127),
supp(z - y) is left-finite. Thus z - y € R. Note also that left-finiteness of the
supports of R numbersis essentia for the definition of multiplication; according
to Eq. (2.128), for any given ¢ € (@, only finitely many terms contribute to the
sum in the definition of the product.

With the addition and multiplication defined previously, (R, +,-) is a field.
The only nontrivial step in the proof of the previous statement is the proof of
the existence of multiplicative inverses of nonzero elements. For this, we need to
invoke the fixed-point theorem.

To show that the new field is an extension of the field of real numbers, definea
mapg: R — R by

x ifg=0
= . 2.137
9(x)ld] {0 otherwise ( )
Then g “embeds’ Rinto R (g isone-to-one, g(z+y) = g(z)+g(y) and g(z-y) =

9(z) - 9(y)).

Regarded as a vector space over R, R isinfinite dimensional. With the multi-
plication defined previously, R is an algebra. Furthermore, if we define an opera-
tiond: R — R by

(0z)[q] = (¢+1)-=[g+ 1], (2.138)

then § isaderivationand (R, +, -, 9) adifferential algebra because d can easily
be shown to satisfy

Oz +y)=0x+dy
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and
Oz -y)=(0z) -y+z-(dy), fordlz, y € R. (2.139)

We define an order on R by first introducing a set of positive elements, R *.
Let x € R be nonzero; then,

z € RT < z[\(z)] > 0. (2.140)
ForzandyinR,

r>y<szr—yE€ R’
r<Yy<E=y>rz (2.141)
Then, the order is total and compatible with addition and multiplication in the

usual way.
Having introduced an order on R, we define the number d as follows:

d[q]:{ (1) :;Z; . (2.142)

Then, according to the order defined previously,
0 < d < rforadl positiver € R. (2.143)

Hence, d isinfinitely small. Moreover, it is easy to show that for al ¢t € @,

dt[qlz{ : :;Z;’Z : (2.144)

It follows directly from the previous equation that

dt isinfinitely small <=t > 0
d" isinfinitely large <=t < 0. (2.145)

Having infinitely small and infinitely lar ge numbers, R is nonarchimedean.
We introduce an absolute value on R in the natural way:

i >
FEDEELE RS (2.146)
—z ifz<0

R is Cauchy complete with respect to this absolute value, i.e., every Cauchy
sequencein R convergesin R.
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Let (z,,) beaCauchy sequencein R; let ¢ € @ begiven and let n be such that
the terms of the Cauchy sequence do not differ by more than e = d4*' fromn
on. Define z[g] := x,[g]. Then (z,,) convergesto z. Since the limit = agreeswith
an element of the sequence to the left of any ¢, its support is left-finite and thus
x €R.

We return to the fixed-point theorem, which proves to be a powerful mathe-
matical tool for the detailed study of R: Let f : R — R beafunction defined on
an interval M around the origin such that f(M) C M, and let f be contracting
with an infinitely small contraction factor, then f has aunique fixed pointin M.

The proof isvery similar to the Banach space case. One beginswith an arbitrary
element z, and defines z;11 = f(z;). The resulting sequence is Cauchy and
convergeshby the Cauchy completenessof R. Then, z = lim,,_, . =, iSthefixed
point of f.

Now let X € R be nonzero and show that X hasamultiplicativeinversein R.
Write X = 2o -d" - (1 + z),wherez isreal, z isinfinitely small, and r = A(X).
Since z, - d” hastheinversez; ' - d ™7, it suffices to find an inverse to (1 + z).
Writetheinverseas (1 + y). Then we have

l=(1+z)-(1+y)
=l+r+y+z-y.

Thus,
y=-—-x—2x-y. (2.147)

This is a fixed-point problem for y with the function f(y) = —x — z - y and
M ={z € R: Az) > 0}. Since z isinfinitely small, y is infinitely small by
Eq. (2.147). Thus any solution y to Eq. (2.147) must lie in M. Also, since z is
infinitely small, f is contracting with an infinitely small contraction factor. The
fixed-point theorem then asserts the existence of a unique fixed point of fin M
and thusinR.

The fixed-point theorem can al so be used to prove the existence of roots of pos-
itive numbersin R and to provethat the structure C obtained from R by adjoining
the imaginary unit is algebraically closed (Berz 1994).

The algebraic propertiesof R allow for adirect introduction of important func-
tions, such as polynomials, rational functions, roots, and any combination thereof.
Besides these conventional functions, R readily contains delta functions. For ex-
ample, the function

d

f(z)

assumes the infinitely large value d—! at the origin, falls off as |z| gets larger, is
infinitely small for any real z, and becomes even smaller for infinitely large (in
magnitude) z.
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For the scope of this book, however, it ismoreimportant to study the extensibil-
ity of the standard functions, in particul ar those representable by power series. For
this purpose, we study two kinds of convergence. The first kind of convergence
is associated with the absolute value defined in Eq. (2.146) and is called strong
convergence. The second kind of convergenceis called weak convergence; we
say that the sequence (z,,) convergesweakly to thelimit z € R if fordl ¢ € Q,
xn[q] — z[q] 88 n — 0. Therefore, weak convergence is componentwise. It
followsfrom the definitionsthat strong convergenceimplies weak convergenceto
the samelimit. Weak convergence does not necessarily imply strong convergence,
however. It is the weak convergencethat will allow us to generalize power series
toR.

Let > a,z™ be apower series with rea coefficients and conventional radius
of convergenceo. Then Y a,z™ convergesweakly for al = with |R(z)| < o to
an element of R. This alows the automatic generalization of any power series
within its radius of convergenceto the field R. Therefore, in a simple way, there
is avery large class of functions readily available. In particular, this includes all
the conventional intrinsic functions of a computer environment.

Let f be afunction on a subset M of R. We say f is differentiable with
derivative f'(z) at thepointz € M ifforanye > 0 € R thereexistsad >0 € R
with ¢ /e not infinitely small such that

f(z + Az) — f(z)
Ax

—fl@)| <e (2.149)

for al Az withz + Az € M and |Az| < §. Therefore, this definition very much
resembl es the conventiona differentiation, with an important difference being the
requirement that 6 not be too small. This restriction, which is automatically sat-
isfied in archimedean structures (e.g., R), is crucial to making the concept of
differentiationin R practically useful.

The usua rules for sums and products hold in the same way as in the real
case, with the only exception that factors are not allowed to be infinitely large.
Furthermore, it follows that if f coincides with areal function on all rea points
and is differentiable, then so is the real function, and the derivatives agree at any
given rea point up to an infinitely small error. This will allow the computation
of derivatives of real functionsusing techniques of R.

A very important conseguence of the definition of derivativesis the fundamen-
tal result: Derivatives are differential quotients up to an infinitely small error.

Let Az # 0 be adifferential, i.e., an infinitely small number. Choose e > 0
infinitely small such that |Az|/e is aso infinitely small. Because of differentia-
bility, thereisad > 0 with 6/ at most finite such that the difference quotient
differs from the derivative by an infinitely small error less than e for al Az with
|Az| < 6. However, since §/e is at most finite and |Az|/e is infinitely small,
|Az|/§ is infinitely small, and in particular |[Az| < 4. Thus, Az yields an in-
finitely small error in the difference quotient from the derivative.
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This elegant method all ows the compututation of the real derivative of any real
function that has already been extended to the field R and is differentiable there.
Inparticular, al real functionsthat can be expressed in terms of power series com-
bined in finitely many operations can be conveniently differentiated. However, it
aso works for many other cases in which the DA methods fail. Furthermore, it
is of historical interest since it retroactively justifies the ideas of the fathers of
calculus of derivatives being differential quotients. It is worth pointing out that
the computation of the derivatives as the real parts of difference quotients corre-
sponds to the result in Eq. (2.31), except that division by d is impossible there,
leading to the different form of the expression.

Equivalent results to the intermediate val ue theorem, Roll€’'s theorem, and Tay-
lor's theorem can be proved to hold in R. For more details, see ((Berz 1994),
(1992a)).

The last result we mention here is the Cauchy point formula. Let f =
Yoo ai(z — z0)" be a power series with real coefficients. Then the function is
uniquely determined by itsvalue at apoint z + h, where h is an arbitrary nonzero
infinitely small number. In particular, if we choose h = d, we have

flzo+d) = i a;id’, (2.150)
=0

from which we readily obtain aformulato computeall the a ;'s:
a; = f(zo + d)[i]. (2.151)

This formula allows the computation of derivatives of any function which can
be written as a power series with a nonzero radius of convergence; this includes
al differentiable functions obtained in finitely many steps using arithmetic and
intrinsic functions.

Besides allowing illuminating theoretical conclusions, the strength of the Levi-
Civita numbers s that they can be used in practice in a computer environment.
In this respect, they differ from the nonconstructive structures in nonstandard
analysis.

Implementation of the Levi-Civita numbersis not as direct as that of the DAs
discussed previously since R is infinite dimensional. However, since there are
only finitely many support points below every bound, it is possible to pick any
such bound and store all the values of afunction to the left of it. Therefore, each
Levi-Civita number is represented by these values and the value of the bound.

The sum of two such functions can then be computed for all values to the left
of the minimum of the two bounds; therefore, the minimum of the boundsis the
bound of the sum. In a similar way, it is possible to find a bound below which
the product of two such numbers can be computed from the bounds of the two
numbers. The bound to which each individual variableis known is carried along
through al arithmetic.






Chapter 3

Fields

For the study of transfer maps of particle optical systems, it is first necessary
to undertake a classification of the possible fields that can occur. All fields are
governed by Maxwell’s equations (1.284, 1.285, 1.286, 1.287), which in Sl units
have the form

- -~ - o 8D
B =0, H=j+—
\Y% 0,V x ]+8t
- . OB
D= E=-22
\Y% p, V X 5

In the case of particle optics, we are mostly interested in cases in which there
are no sources of the fields in the region where the beam is located, and so in
this region we have p = 0 and ] = (). Of course, any beam that is present would
represent ap and a j but these effects are usually considered separately.

In the following, we restrict our discussion to time-independent situations and
neglect the treatment of elements with quickly varying fields including cavities.
This limitation in very good approximation also includes slowly time-varying
fields such as the magnetic fields that are increased during the ramping of a syn-
chrotron. In this case, Maxwell’s equations simplify to

VB=0,VxH=0
VD=0,V xE=0, (3.1)

where B = o H and D = ey E. Because of the vanishing curl, we infer that by
virtue of Eq. (1.300), B and E have scalar potentials Vg and Vi such that

E=-VVgandB = —VVs. (3.2)

Note that here even the lnagnetic field is described by a scalar potential and not
by the vector potential A that always exist. From the first and third equations, we
infer that both scalar potentials Vg and Vg satisfy the L aplace equation, and thus
AVgp =0. (3.3)
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In order to study the solutions of Laplace’s equationsfor the el ectric and magnetic
scalar potentials, we discuss two special cases, each of which will be treated in a
coordinate system most suitable for the problem.

3.1 ANALYTIC FIELD REPRESENTATION

3.1.1 Fields with Straight Reference Orbit

The first major case of systems is those that have a straight reference axis. In
this case, there is no need to distinguish between particle optical coordinates and
Cartesian coordinates, and in particular there is no need to transform Laplace's
equation into a new set of coordinates. Many elements with a straight reference
orbit possess acertainrotational symmetry around the axis of thereferenceorhit,
and it is most advantageous to describe the potential in cylindrical coordinates
witha"z axis’ that coincideswith the reference orbit. Wefirst begin by expanding
ther and ¢ components of the potential in Taylor and Fourier series, respectively;
the dependence on the cylindrical “z” coordinate, which here coincides with the
particle optical coordinate s, is not expanded. Therefore,

:ZZ My (s)cos (16 + O 1) r*. (34)
—01=0

In cylindrical coordinates, the L aplace Equation has the form

1o (roV\ 10V &V
AV‘FE(&»)J%_‘Z@(;)Z z =0 (33

inserting the Fourier—Taylor expansion of the potential, we obtain

10 (r(‘)_V) 1 0%V  9*V

AV=lm o) Trae T

10 [ &S &
:;E{ZZN[MCOS (lp+0ry) kr }

k=1 1=0

1 o0 o0
_ZZZ k,l COS l¢+9k1) (—l2)7“k
k=0 [=0

+ZZM ) cos (I + Oy.1) r*

k=0 1=0
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ZZMHCOS 1+ Op) k2rF—2

k=1 [=0
— Z Z MkJ CcOos (l¢ + 010’1) lQT‘k_Q
k=0 [=0

+ N M (5) cos (I + B a) r* 7

k=2 1=0

We notethat inthefirst term, it is possible to et the sum start at &£ = 0 since there
is no contribution because of the factor & 2. Furthermore, using the conventionthat
the coefficient M}, ;(s) vanishes for negativeindices, we obtain

AV = Z {Mk,l (s)cos(lp+ Ok,) (kQ _ l2)
k,[=0

+ M}y, (s) cos (I + B—) }TH’. (3.6)

We begin the analysis by studying the case k = 0. Apparently, Mg o and 6 o
can be chosen freely because the factor (k2 — [?) vanishes. Furthermore, since
My, (s) vanishesfor all I because of the convention regarding negativeindices,
we infer My,; = 0forl > 1.

By induction over k, we now show that M ;(s) = 0 for al cases in which
k < l. Apparently the statement is true for £ = 0. Now let us assume that the
statement istrueupto k — 1. If &k <[, thenk — 2 < [, and thus M}’ , , (s) = 0.
Since (k% — 1) # 0 and cos (I¢ + 0x,;) # 0 for some ¢ because I # 0, this
requires My, ; (s) = 0 for k < [. Thus, the infinite matrix My, ; is strictly lower
triangular.

We now study the situation for different values of /. We first notice that for all
1, the choices of

M;,(s) and 6;; arefree (3.7

because M;" , ; (s) = 0 by the previous observation, and (k* — I%) = 0 because
k = 1. Next we observe that the value M, 1 ;(s) must vanish because (k? —I?) #
0, but ;" , ; (s) = 0 because of the lower triangularity. Recursively, we even
obtain that

Ml+1,l(3)a M[+37l(8), ... vanish. (38)

On the other hand, for £ = 1 4+ 2, we obtainthat 6,15, = 6;;, and M5 ,(s) is
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uniquely specified by M, ;(s). Applying recursion, we see that in general
011 = 0142,1,0144,,
and
Ml(,?n)(s) _
T (07 =+ 20)%)

Miy2n,(8) = (3.9)

We now proceed with the physical interpretation of the result. The number
[ is caled the multipole order because it describes how many oscillations the
field will experience in one 27w sweep of ¢. The free term M (s) is called the
multipole strength, and theterm ¢, ; is called the phase. Apparently, frequency
and radial power k are coupled: The lowest order in r that appearsis i, and if the
multipole strength is s dependent the powersi + 2,1 + 4, ... will aso appear.

For amultipole of order I, the potentia has atotal of 2/ maxima and minima,
and is often called a 21-pole. Often, Latin names are used for the 2 poles:

[ LeadingterminV Name
0 Mo,(s)cos(foo)

L My(s)cos(p+011)r Dipole

2 M p(s)cos (29 +622)r*  Quadrupole
3 Mss(s)cos(3¢+033)r®  Sextupole
4 Myy(s)cos (4p+644)r*  Octupole

5 Msps(s)cos(5¢+655)r> Decapole

In many cases, it is very important to study the Cartesian (and hence also
particle optical) form of the fields of the elements. Thecase k = 1 with V' =
My 1 cos (¢ + 61,1) ris quitetrivid; for 61, = 0, weobtain V' = M, 1 - z, cor-
responding to a uniform field in z direction, and for another important subcase
011 = —m/2,weobtainV = M, ; - y, auniformfield in y direction.

Thecase k = 2 hasV = My cos(2¢ + 022) 7. Particularly important in
practice will be the subcases 62> = 0 and 622 = —7/2. Inthefirst case, we get

V = M35 cos (2¢) r? = M 5 (cos2 ¢ — sin® d)) r?
= M272 (172 — y2) , (310)

and in the second case we have

V = M cos (2¢ — 7/2) r* = Ms 5 (2sin ¢ cos @) r*
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All other angles 6, lead to formulas that are more complicated; they can be ob-
tained from the ones here by subjecting the z, y coordinatesto a suitable rotation.
Thisagain leads to terms of purely second order.

Because the potential is quadratic, the resulting fields £ or B are linear. In-
deed, the quadrupole is the only s-independent element that leads to linear mo-
tion, similar to that in glass optics, and thus has great importance. In the electric
case, one usually chooses §, » = 0, resulting in the fields

Ez = —2]\/[272 T (312)

Therefore, different from the case of glass optics, the motion cannot be rotation-
aly symmetric: If thereisfocusing in the z direction, thereis defocusing in the y
direction and vice versa. This effect, completely due to Maxwell’s equations, per-
haps the biggest “ nuisance” in beam physics: If one uses piecewise s-independent
particle optical elements, the horizontal and vertical planes are always different
from each other.

To make an electrostatic device that produces a quadrupole field, it is best
to carve the electrodes along the equipotential surfaces and utilize the fact that
if “enough” boundary conditions are specified, the field is uniquely determined
and must hence be as specified by the formula used to determine the equipoten-
tial surfaces in the first place. Therefore in practice, the electrodes of an electric
quadrupole often appear as shownin Fig. 3.1.

In the magnetic case, oneindeed chooses §, » = —7/2, resulting in

Bz = —2M22 Y (314)
By = —2M22 -, (315)
y
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FIGURE 3.1. The equipotential surfaces of a quadrupole.
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and examining the Lorentz forces that a particle moving mostly in s-direction
experiences, we see that if thereis focusing in z direction, thereis defocusing in
y direction and vice versa.

To study higher ordersin k, let us consider the case k = 3. For 633 = 0, we
obtain

V = M3 3cos (3¢) r® = M; 3 (cos ¢ cos 2¢ — sin ¢ sin 2¢) 7
= M3 (mr2 cos 2¢ — yr? sin 2¢)) = Ms3 (ar3 — Bmyz) . (3.16)

In this case, the resulting forces are quadratic and are thus not suitable for af-
fecting the linear motion; however, we later will show that they are indeed very
convenient for the correction of nonlinear motion, and they even have the feature
of having no influence on the linear part of the motion! Another important case
for 63 3 isfs; 3 = —m/2, in which case one can perform a similar argument and
again obtain cubic dependencies on the position.

For al the higher values of [, corresponding to octupoles, decapoles, duode-
capoles, etc., the procedure is very similar. We begin with the addition theorem
for cos(l¢) or sin(l¢), and by induction it can be seen that each of these consists
of terms that have a product of precisely I cosines and sines. Since each of these
termsis multiplied with 7/, each cosine multiplied with one r trandatesinto an «,
and each sine multiplied with one r trandates into a y; the end result is always a
polynomial in z and y of exact order I.

Because of their nonlinear field dependence, these elements will proveto have
no effect onthe motion up to order I — 1 and thus allow oneto selectively influence
the higher orders of the motion without affecting the lower orders. Also, if it is
the crux of particle optical motion that the horizontal and vertical linear motion
cannot be affected simultaneously, it is its blessing that the nonlinear effects can
be corrected order by order.

In the case in which there is no s dependence, the potential terms that we have
derived are the only ones; under the presence of s-dependence, as shown in
Eqg. (3.9), to the given angular dependence there are higher order termsin r, the
strengths of which are given by the s derivatives of the multipole strength A/ ;.
The computation of their Cartesian form is very easy once the Cartesian form of
the leading term is known because each additional term differs from the previous
one by only the factor of r2 = (22 + y?).

In practice, of course, s dependence is unavoidable: The field of any part-
icle optical element has to begin and end somewhere, and it usualy does this
by rising and falling gently with s, entailing s dependence. This actually entails
another crux of particle optics. Even the quadrupoles, the “linear” elements, have
nonlinear effects at their edges, requiring higher order correction. The corrective
elements in turn have higher order edge effects, possibly requiring even higher
order correction, etc.

Although without s dependence the case I = 0 corresponding to full rotational
symmetry was not very interesting, if we consider s dependence, it actually offers
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aremarkably useful effect. While there is no » dependence in the leading term,
the contributionsthrough the derivatives of M 0 0(s) entail termswith an r depen-
dence of the form 72, r%, . ... Of these, the r2 terms will indeed produce linear,
rotationally wmmetrlc flelds similar to those in the glass lens. Unfortunately, in
practice these fields are restricted to the entrance and exit fringe field regions and
are comparatively weak; furthermore, there are usually quite large nonlinearities,
and these devices are usually used mostly for low-energy, small emittance beams,
like those found in electron microscopes.

3.1.2 Fields with Planar Reference Orbit

In the case of the straight reference orbit, Maxwell’s equations entail avery clean
connection between rotational symmetry and radial potential. As one may ex-
pect, in the case of a nonstraight reference orhit, thisis no longer the case; in this
situation, Maxwell’s equations have arather different but not lessinteresting con-
sequence as long as we restrict ourselves to the case in which the reference orbit
staysin oneplane.

Therefore, let us assume that the motion of the reference particleisin a plane,
and that all orbits that are on this plane stay in it. Let h(s) be the momentary
curvature. As shown in (Berz, Makino, and Wan 1999), in these coordinates the
Laplacian has the form

1 0 ov 1 0 1 oV o0’V
AV = 1+hx8w<(1+h)8 >+1+hx83 (1+hx%>+8—y2'

(3.17)

For the potential, we again make an expansion in transversal coordinates and
leave the longitudinal coordinates unexpanded. Since we are working with 2 and
y, both expansions are Taylor, and we have

l

:ZZa“ k, l, (3.18)
==

This expansion must now be inserted into the Laplacian in particle optical coor-
dinates. Besides the mere differentiation, we also have to Taylor expand 1/(1 +
hz) = 1 — (ha) + (hx)® — (hz)® + .... After gathering like terms and heavy
arithmetic, and again using the convention that coefficients with negative indices
are assumed to vanish, we obtain the recursion relation

Ak l+2 = —G,ZJ - kha;c',l’, + khlakil’l — Q2] — (3k‘ + 1) hak+17l
- 3khak_17l+2 —k (3k‘ — 1) h2ak7l -3k (k‘ — 1) h2ak_27l+2
—k(k—=1)°hap 1y —k(k—1)(k—2)har s5.142. (319
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Although admittedly horrible and unpleasant, the formula apparently alows a
recursive calculation of coefficients. Indeed, thetermsay o (s), a1 (s) can be
chosen freely, and all others are uniquely determined through them.

To study the significance of the free terms, let us consider the el ectric and mag-
netic cases separately. In the electric case, in order to ensure that orbits that were
in the plane stay there, there must not be any field componentsin the y direction
in the plane corresponding to y = 0. Computing the gradient of the potential, we
have

k-1
E, (z,y=0) = _Zamom
k
Jfk
Ey (xay:O) = _Zak,lﬁ :Oa
k

and looking at E,, we concludethat ay,; = 0 for &l k. Therefore, thetermsay, o
aone specify the field. Looking at E . ,we see that these are the coefficients that
specify the field within the plane, and so the planar field determinesthe entire
field. Furthermore, looking at the details of the recursion relation, it becomes
apparent that all second indices are either [ or [ + 2. This entails that as long
as ay,1 terms do not appear, a3, a5, . . . terms aso do not appear. Indeed, the
resulting potential isfully symmetric around the plane, and the resulting field lines
above and below the plane are mirror images.

In the magnetic field, the argument is similar: Considering the fields in the
plane, we have

k
z
By (z,y =0) :_Zak’lﬁ

B, (z,y=0) = Zako

In order for particles in the midplane to remain there, B, must vanish in the
midplane, whichentailsay o = 0. Therefore, in the magnetic case, the coefficients
ax,1 Specify everything. These coefficients, however, again describe the shape of
the field in the plane, and so again the planar field determines the entire field. In
the magnetic case, the potential isfully antisymmetric around the plane, and again
the resulting field lines are mirror images of each other.

3.2 PRACTICAL UTILIZATION OF FIELD INFORMATION

In this section, we discuss techniques to provide the proper field data for the cal-
culation of transfer maps. In particular, this requires the necessity to compute
various high-order derivatives, for which differential algebra (DA) methods are
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very useful, but the case of measured data with a certain amount of noise dictates
the use of special tools. We address both the utilization of local field measure-
ments and the various global approaches for the description of data for field and
geometry in three-dimensional space.

Thefollowing two sections address common scenariosin which measured field
information exists as one- or two-dimensional data, in which case the problem
is mostly connected to the proper utilization of local measurement data that re-
quire suitable smoothing and differentiation. The latter three sections discuss the
question of global Maxwellian field representationsfor the casein which informa
tion about the field exists in a more global sense. Emphasisis put on robustness,
differentiability, and suppression of measurement error on aglobal scale.

3.2.1 Multipole Measurements

Thefirst method used for measured field datais used in the cases in which certain
multipole terms M;; have aready been determined as a function of s through
measurement or numerical techniques or combinations thereof. These terms can
be used directly within the computation as long as it is possible to reasonably
carry out the differentiation in s direction that is necessary to determine the
termsin the recursion relation (Eg. 3.9). Thisis achieved with the use of an inter-
polation method that is sufficiently differentiable and that easily connects to the
differential algebraic approach. We further desire that the interpolation be local-
ized in the sense that for the interpolated fields at a certain point, only the fields
at neighboring points contribute.

Both of these requirements are met by the wavelet techniques (Daubechies
1992). Of the wide variety of choices, for our purposesit is sufficient to restrict
the use to the Gaussian Wavel et, which ensures the required differentiability and
locality.

Assume a set of data Y; isgiven at IV equidistant points z; fors = 1,..., N.
Then, the interpolated value at apoint z is expressed as

i=1

where Az is the distance of two neighboring points z; and z;41, and S is the
factor controling the width of Gaussian wavelets.

Figure 3.2 and Table | show how the interpolation via a sum of Gaussian
wavelets works for one-dimensional linear and Gaussian functions. The data val-
uesY; are obtained as the values of the function at the corresponding points z ;.

Thereare several other strategiesfor choosing the height of each Gaussian. One
approachisto set up alocal least squares problem to determine the heights that
fit the data optimally. While this approach usually yields the best approximation,
it does not preserve the integral of the function, which in many cases is very



128 FIELDS

O
p 4'0'0'""”’"‘\ .
..f....':z‘:'@g!&z’:‘!‘!‘.‘”:’:’fg e

W
(\
SRR

FIGURE 3.2. Gaussian wavelets representation for f(z) = 1 (left) and f(x) = exp(—a?) (right).

desirable. Also, the method is not particularly well suited for the treatment of
noisy data, which benefit from the smoothing effect achieved by wider Gaussians.

The resulting interpolated function is shown in Fig. 3.2, which represents the
original functionsvery well. The value of S is chosen as 1.8 for all cases. Table|
summarizes the accuracy of the method for those functions, although local accu-
racy for our purposesis of alesser concern compared to smoothing and preserva-
tion of area.

The advantage of the Gaussian function and many other wavelets is that
they fall off quickly. Thus, the potentialy time-consuming summation over all
wavelets can be replaced by the summation of only the neighboring Gaussian
wavelets in the range of £8S, which is in the vein of other wavelet transforms
and greatly improves efficiency.

3.2.2 Midplane Field Measurements

A very common approach for the measurement of particle optical devicesisthe
measurement of fields in the midplane, based on the observation that such infor-
mation determines the field in al of space by virtue of Eq. (3.19). The difficulty
with this approach is that while in principle the midplane data are indeed suffi-
cient, in practice the determination of the out-of-plane field requires high-order
differentiation of the midplane data.

This represents a fundamental limitation of the technique because of the sub-
tlety of numerical differentiation of data, especially under the unavoidable pres-

TABLEI
ACCURACY OF THE GAUSSIAN WAVELETS REPRESENTATION FOR ONE-DIMENSIONAL
FUNCTIONS
Number of
Test Gaussian Average Maximum
function wavelets N error error

1 10 2.6 x 10~14 2.6 x 1014
exp(—x2) 600 4.6 x 1073 1.6 x 104
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ence of measurement noise. In these circumstances the best approach appears to
be the Gaussian wavelets representation discussed previously. Here, the favor-
able features of the Gaussian function of differentiability, locality, and adjustable
smoothing help alleviate some of the inherent difficulty.

Of course, in the case of planar referenceorbit, the procedure hasto be extended
to two dimensions; assume a set of dataB(i,, ) isgiven at equidistant N,, x N,
gridpoints (x;,,2;,) fori, =1,..., N, andi, = 1,..., N, in two-dimensional
Cartesian coordinates. Then, the interpolated value at the point (x, z) is expressed
as

2 2

N, N.
B _ZZB- N (z-m,) (2—z) (3.20)
y(l"z) - (ZI,Zz)ﬂ_SQ eXp AJZ2SQ AZQSQ 9 .

tp=11%.=1

where Az and Az arethe grid spacingsin z and z directions, respectively, and S
isthe control factor for the width of Gaussian wavelets.

A suitable choice for the control factor S depends on the behavior of the orig-
inal supplied data. If S istoo small, the mountain structure of individual Gaussian
wavelets is observed. On the other hand, if S is too large, the original value sup-
plied by the datais washed out, which can a so be used effectively for purposes of
smoothing noisy data. For nearly constant fields, the suitable value S is about 1.8.
For quickly varying fields, it should be as small as 1.0. In general, larger values
of S usually provide more accurate evaluation of the derivatives; thisis connected
to their tendency to wash out local fluctuations of the data.

3.2.3 Electric Image Charge Methods

In this section, we address a global method to determinefields in the case of elec-
trostatic geometries. It is based on a global solution of the boundary value prob-
lem by means of suitable image charges. The resulting fields are simultaneously
Maxwellian and infinitely often differentiable, and because of their globa na-
ture, they provide smoothing of various errors. Using DA techniques, the method
alowsthe direct and detailed computation of high-order multipolesfor the geom-
etry at hand.

We study the use of the method on the focusing elements of the M BE-4 (Berz,
Fawley, and Hahn 1991) Multiple Beam Experiment at Lawrence Berkeley Labo-
ratory, in which four nonrelativistic, space-charge-dominated heavy ion beamlets
travel simultaneously in a common acceleration channel. Because of significant
interaction between the four beamlines, many additional multipole componentsin
addition to the wanted quadrupol e component exist. Although weak, the presence
of these components, in conjunction with nonnegligibletransverse beam displace-
ments, will lead to undesirable nonlinear behavior during beam transport.

The presence of boundary surfaces with different potential values will lead
to image charges on the conducting boundaries. When a complicated boundary
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shape is present, a conventional field solver using FFT or SOR techniques be-
comes computationally expensive because of the large number of mesh points
required in three-dimensional calculations. This difficulty can be alleviated no-
ticeably by calculating the induced char ge on boundary surfaces directly rather
than specifying the field boundary condition. Once the boundary charge distribu-
tion is known, the field at the location of a particle can be calculated straightfor-
wardly. Since the number of required mesh nodes is confined to where the actual
charges are located, i.e., at the boundary, substantial reduction in total mesh
pointsis obtained.

In the boundary charge or capacitance matrix method, the electrodes are cov-
ered with test points #;, the so-called nodes. Charges (); located at the #; are
determined such that the potential induced on Z; by al the other nodes assumes
the desired value. This reducesto solving the linear system

where G(¥, ¥;) isthe Green’s function describing the effect of the potential of a
charge at Z; to the point ;. The inverseto G(Z;, Z;) is often called the capaci-
tance matrix C;;. Once the charges ); are known, the potential at any point in
space can be computed as

V(#) =) G(#,T) - Q. (3.22)
In most cases, it is possible to use the simple Green’s function
S 1 .,
G(.Z’i,l'J) = T 5 fori 7é ] (323)
|Z; — @

for nonoverlapping test charges. When computing the self-potential (i = j) or
when the test charge width o; exceeds an internode spacing, the test charge pro-
file must be carefully considered. Frequently suitable choices are triangular or
Gaussian chargedistributions. The particular choice of the charge profileis some-
what arbitrary, but in practice numerical calculation shows that the determination
of the multipole harmonicsis not sensitive to the exact charge profile. The distri-
bution width o; istypically set to the internode spacing, depending on the charge
distribution used.

Oncethe boundary surface charge has been determined, the electric potential at
an arbitrary point in space can be computed by the summation over the charges.
Theresulting approximate potential V (£) = >°, Q;/|%; — | isinfinitely differen-
tiable and hence alows direct differentiation and multipole decomposition using
DA methods.

In the case of the actual MBE-4 focusing lattice, there are anumber of separate
elements in the electrode as shown in Fig. 3.3. In particular, there are quadrupole
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FIGURE 3.3. Geometry of the MBE-4 focusing element.
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electrodes which are held at either ground or a negative voltage, flat aperture
plates from which the electrodes are cantilevered and through whose holes the
four ion beamstravel, and alarge“ can” enclosure surrounding the entire focusing

|attice.

The nodes were distributed uniformly over the surface of the electrode rods
and with an ~ 1/r dependence on the end plates. Typica node locations are
plotted in Fig. 3.4. Beam holesin the end plates are represented by the absence of
nodes in the interior and by a clustering around the boundary circles. The charge
distribution width o; was set to a constant (~ 2.5 mm for a total node number
N = 5000)—approximately the typical internode distance.
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In order to evaluate expression (3.22) numerically, DA methods were used for
the computation of the derivatives of the potential V. The M, ; were computed
from Oth to 6th order and made dimensionless by scaling the potential by afactor
of V, and using a normalization length of the aperture radius a such that

V=V, 55 My(s) (g)k cos(l$). (3.24)

k=0 [=0

Figure 3.5 shows the results for the case of N = 5000. Compared with the
conventional field-solver technique, in which the vacuum field is solved first and
the multipolefield decompositionis performed by some sort of fitting, the method
described hereis straightforward and more accurate, particularly when higher or-
ders of harmonics are needed. Although the finite size of the charge distribution
at a given node poses some uncertainty of the determination of the capacitance
matrix, the effect can be minimized by optimally choosing the profile shape and
width. Numerical experiments show that the decomposition is indeed insensitive
to the charge distribution at the nodes as long as the internode distance is much
smaller than the aperture radius.

3.2.4 Magnetic Image Charge Methods

A modification of the method discussed in the previous section is aso applicable
in the magnetic case, in which boundary conditions are not directly available. To
this end, the magnetic field is generated by a suitable superposition of Gaussian
chargedistributions. In practice, image charges are placed on regular gridsparallel
to the midplane asillustrated in Fig. 3.6. For the determination of the strengths of
the individual charges, aleast square fit of the field values at the reference points
is performed.

In order to reduce any fine structure due to the influence of individua image
charges, we use extended distributionsin the form of a three-dimensional Gaus-
sian chargedistribution (Berz 1988a) of the form

2

p(r) = po - exp (—%) , (3.25)

where a isameasurefor thewidth of the Gaussian, and p o determinesthe strength
of the individual image charge. A magnetic field generated by a superposition of
Gaussian charge distributions automatically satisfies Maxwell’s equations.

By applying Gauss' law for the rotationally symmetric charge distribution (Eq.
3.25), the ith Gaussian positioned at the point (z;, y;, z;) makes a contribution to
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FIGURE 3.5. Multipole terms for MBE-4 using DA and the capacitance matrix method.

the y-component of the magnetic field of the form

i —Y; G,?T‘i Tri 2 7ra3 r;
HyC”l(x’y,Z):p(yBy) _ exp _(_) _'_\/;zerf(_), ,

T 2 i @;

(3.26)
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FIGURE 3.6. (Top): Schematic arrangement of the rectangular iron bars indicating in the gap
the planes that contain the reference field data and two planes on which image charges are placed.
(Bottom): Grid generated by Gaussian charge distributions. The bold inner rectangle indicates the
cross section of the bars. Note the smaller step size in the horizontal direction in order to describe the
fall off of the fringe field in more detail.

wherer; = [(z—2;)? + (y —y:)2 + (2 — 2;)]"/? and erf(u) =2/ /7 [, e~ du/
is the error function. The total field Hyc(a:,y,z) is obtained by summing over
al individual Gaussians. Adjusting their width appropriately, the superposition
of regularly distributed Gaussians has proven to result in a smooth global field
distribution.

In order to assess the method, we study the case of asampledipolefor which an
analytical field is known. We choose the magnetic field of rectangular iron bars
with inner surfaces (y = + yo) paralel to the midplane (y = 0). The geometry of
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these uniformly magnetized bars, which are assumed to be infinitely extended in
the £y directions, is defined by

—xo <z <wo, |yl >yo, —20 <2< 2. (3.27)

For this region of magnetization one obtains for the y-component of the magnetic
bar field Hf (z,y,z) an analytica solution of the form (Gordon and Taivassalo
1986):

HB (.Z’, Y, Z) = ﬁB (_1)Z+J arctan M + arctan —l.i - Zj_ 9
y 0 ZZJ: Yy - R;i; y_ - Rij
(3.28)

withi,j = 1,2 and where the abbreviationsz, = ¢ — g, x5 = = + x9, 21 =
Z— 20,22 =2+ 20, Y- = Yo — ¥, Y+ = Yo + ¥y, ad R = [z} +y3 + 27

have been used. /£ determines the maximum of this field component which is
reached at the bars.

In order to benchmark the performance of the method, we utilize the analytic
formula of the reference field to determine data points modeling those that would
be obtained by field measurements. From H f (z,y, z), wegeneratereferencefield
points on aregular grid in the midplane (Fig. 3.7) as well as in planes above and
below the midplane asindicated in Fig. 3.6.

One of the grids with Gaussian charge distributions is located in the present
configuration at y = +D and is larger than the cross section of the bars (see
Fig. 3.6). The distance between the Gaussians is chosen to be approximately a.
A second grid with @ = 1.5D (not shown in Fig. 3.6) is placed at the planes
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FIGURE 3.7. The analytical reference field.
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y = £5D so that eight Gaussians cover almost the entire area shown in Fig. 3.6.
Since the Gaussian distribution is very close to zero at a distance of 3aq, it is
assumed that p = 0 at the reference planes, which arelocated at y = 0, £0.125D,
and £0.25D. For the computations we also make use of the midplane symmetry
of the magnet.

The least sguare algorithm results in a square matrix that has to be inverted
in order to determine the strengths of the individual charges. In total, we placed
N¢ = 535 Gaussians on a quarter of the whole arrangement, taking advantage
of the geometrical symmetry of the bars. The dimension of the matrix is given by
the number of image charges and their strengths are determined in this case by
Ng = 10125 reference field points.

We now concentrate on the calculation of the difference between the reference
field and its approximation on a strip through the magnet in order to assess the
applicability of our method to the description of sector magnets. In this case, our
main focusisthe proper representation of the entrance and exit fringefield region
of the magnet. The strip covers 75% of the width of the bars and is twice aslong
asthe bars. In this area, considered as relevant, the maximum difference between
the y component of thetwo fieldsin themidplane AH , (z, 0, z) = Hyc (2,0,2) —
HJ(x,0,z) normalized on H,?(0,0,0) is smaller than 10~*, as seen in the top
of Fig. 3.8. The maximum differences occur in alimited region of thefringefield.
The average error over the entire strip is estimated to be one order of magnitude
smaller.

When experimentally obtained magnetic fields have to be approximated, lo-
cal measurement errors are superimposed on the actua field data. In order to
simulate the noise on measured field data, we add/subtract on every point of the
reference field a field difference AH ™V, which is randomly distributed in an in-
terval +AH) .. Inthe case AHD . /HJ(0,0,0) = 10~*, the precision with
which we can approximate the reference field is essentially unchanged. Overall,
the average approximation error increases slightly due to the noise. Nevertheless,
as long as the amplitude of the noise is within the range of the precision of the
charge density method, this kind of noise does not negatively affect the accuracy
of the field approximation.

When the noise amplitude isincreased by afactor of five, we find the expected
beneficial result that the method provides smoothing of the noisy data. Inthiscase
therelativefield difference AH  (z, 0, z)/Hf(O, 0,0) issmallerthan1.5 x 10~*.
The areas of maximal field differences are not restricted to the fringe field region
anymore, resulting in a difference pattern that is dominated by the noise.

In order to calculate the multipole content of the analytical reference field
and the one determined by the charge density method, we perform an expan-
sion of the magnetic scalar potential as in Eq. (3.18). If the components of the
fields or the magnetic scalar potentia in the midplane are known in an analytical
form, the decomposition into the individual multipole moments can immediately
be calculated within a DA-based framework since the differentiations necessary
in the theory developed in Section 3.1.2 can be performed directly and accu-
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FIGURE 3.8. Normalized field difference (HY (x, 0, 2) — HZ (z,0,y))/ H (0,0,0) onastrip
through the bar covering 75% of its total width. Top, No noise is added to the reference field; Mid-
dle, With noise of amplitude AHY ../ H2(0,0,0) = 1-10~*; Bottom, With noise of amplitude
AHN . /HE(0,0,0) =5-107*

rately. For particle optics calculations up to fifth order, the relevant coefficients
areap,1(s),az2,1(s), and aq,1(s). The coefficient ag 1 (s) describesthe field distri-
bution wheress a» 1 (s) and a4,1(s) determine the second and fourth derivatives
with respect to z. In the case of the bar field, derivativesin z direction seem to be
more sensitive than those for a homogenous sector magnet. Therefore, we assume
that the accuracy which we obtain for the analytical referencefield is areasonable
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estimate for the accuracy that we can expect in the case of homogeneous sector
magnets including higher order derivatives.

Using DA methods, we calculated the distribution of the coefficients a1 (s),
a2,1(s), and a4 1(s) for the bar field and its approximated field. The results are
shownin Figs. 3.9-3.11. It is apparent that the second derivatives agree very well
with the analytic values, whereas a slight deviation is noticeable for the fourth

derivative.
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3.2.5 The Method of Wire Currents

In the case of magnetic elements in which the field is dominated by the current
coils the geometry of which is known, another useful method for the global de-
scription of thefield isavailable. To thisend, the entirefield in spaceis calculated
by summing up the fields of wire currents, an approach that isused in several field
analysis programsincluding the widely used code ROXIE (Russenschuck 1995).
This method also results in a global field representation that is Maxwellian (as
long as al coails close and there are no artificial sources and sinks of currents)
and that is infinitely often differentiable and hence readily allows the use of DA
methods. Due to the global character of the field description, local errorsin the
placement of coils, and so on are averaged out.
As a consequence of Ampere’s law (Eq. 1.287) and VB =0, the elementary
magnetic flux density at a point 7 generated by a wire loop f(s) is given by the

Biot—Savart formula

To computethe magnetic field contribution generated by an extended straight-line
current we parametrizethelineby A € [0, 1] and define 7, (\) = 7+ 7, + Al and
7, = 7, +1, where, and 7, represent the direction and the distance of the starting
and ending points of the line current from the point 7. Integrating over the line,
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we obtain
—»_‘:_/ULL[_/l I'x (Fs-l-)\l_jd)\
: Ar Jo |7 + AP
I - Laa
:—”L-(lxr*s)/ R
ar o |7+ A3

Introducing the abbreviationsa = |7,|2, b = 27, - [, and ¢ = |i|2, the integral
givesthe result

/1 dA _1<2_b_ 2b_4c>
0 (a+bA+cx2)*? b —dac\Va Vat+b+c Va+bte)

While mathematically accurate, this formula exhibits several severe numerical
pitfalls that restrict its direct practical use, in particular when high-order deriva-
tives are to be computed. Indeed, first the formula apparently exhibits a prob-
lem of cancellation of close-by numbersif b + ¢ < a. Introducing the quantity
e =(b+c)/ayidds

This problem can be substantially alleviated by observing that

1 €
1- = ,
1+ 14e++V1+4¢
whichyields the field formula
B':_“LI. (I'x 7,) 2be 4c

Ar Ja(B* —dac) [1+e+vVT+e VI+el

However, there is a second numerical difficulty if the line current and the ob-
servation point are lying exactly or amost on the same line because in this case
b2and 4ac assume similar values, which makes the evaluation of 52 — 4ac prone
to numerical inaccuracy. To avoid this effect, we rewrite the formulain terms of
the angle 6 between [ and 7. The relation among the angle and the products of
vectorsis

Thisimpliesthe relationships
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-

b’ — dac = —4|7,|?|l|* sin® 9
e ac ARlleoss (2eoss 4 17) iy
l+e+Vi+e Vi+e 7| (I7e] + 17s]) |7 |

Finally, we obtain the magnetic field expressed in terms of +; and [as

§= Mol ([x 1)

g2l + 11 (17 + 1+ 171

|7,] cos? 6 + |[] cos O — |7 + 1]
sin” @

X l— | +

Denoting || cos? 8 + |I] cosf = a and |7, + I] = 3, we manage to eliminate
the sin? # term in the denominator with the help of the identity « — 8 = (a? —
?)/(a + ). Direct calculation shows that o> — 3> = —sin? §(|7|? cos® 6 +
|7, + i[?). Thefollowing is the final result:

-
—

_ ol (Fx %)

B
el + 0 (17 + T+ 17))

|74|? cos® 6 + |7 + 12

|7,| cos? 8 + |I] cos 6 + |7, + ]

X lml +

The only case in which this is numerically unstable is when |7;| cos? 6 +
|l cos@ + |7, + I| approaches zero—that is, # = = and |7,| < |I]; but this
correspondsto a point in the close proximity of the wire.

To illustrate the use of the method in practice, we study the magnetic field of
the High-Gradient Quadrupole (HGQ) of the LHC final focusing system. Figure
3.12 shows the layout of the coils of this magnet, including the lead ends ema
nating from the quadrupole. The wires were represented by 360,000 straight wire
pieces, and the field was cal culated in space and differentiated using DA methods.
Because of the complicated geometry, an unusual s dependence of field distribu-
tion of the quadrupole results. Figure 3.13 shows the behavior of the quadrupole
strength as well as its s-derivatives of orders 4, 8, and 12, all of which affect the
nonlinear behavior of the system by virtue of (Eq. 3.9). Because of the breaking
of quadrupole symmetry, there is also a noticeable skew quadrupole component,
the value and derivatives of which are shownin Fig. 3.14.

Because of the amost fourfold symmetry of the system, the next important
multipoleis the duodecapol e. Figure 3.15 shows the duodecapol e strength as well
asitsfourth and eighth s derivative. Finally, Fig. 3.16 showsthe strength of the 20-
pole component of the quadrupole as well asits second and fourth s derivatives.
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FIGURE 3.12. Schematic coil configuration of an LHC High-Gradient Quadrupole in the final

focusing section.
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FIGURE 3.13. The value of the quadrupole strength as well as s derivatives of orders 4, 8, and
12 for the lead end of an LHC High-Gradient Quadrupole.
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FIGURE 3.14. Thevalue of the skew quadrupole strength as well as s derivatives of orders 4, 8,

and 12 for the lead end of an LHC High-Gradient Quadrupole.
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Chapter 4

Maps: Properties

Chapters 4 and 5 will discuss methods for the determination and use of maps
describing the flows for the ordinary differential equations occurring in beam
physics. Specifically, wewant to determine an accurate approximation of the func-
tional dependency

=

22 = M(gla ), (41)

relating initial conditions 2, and system parameters 5 a atimet; tofinal con-
ditions 2, at alater time t,. Because beams by their very definition (see the be-
ginning of the book) occupy small regions of phase space in the proximity of
a reference orbit, perturbative techniques are particularly suitable for this study.
Specifically, we will use DA tools to develop methods that conveniently alow
computation of the Taylor expansion or class

[M]n (4.2)

of the map to any order n of interest. Furthermore, we will develop tools that
alow the description and analysis of beam physics systems based on such maps.

A special and important case of transfer mapsisthe case of linear transfor ma-
tions between the coordinateswhere the maps preservethe origin, i.e., M( () = 0.
Such transfer maps arise as aflow of linear differential equations. In this case, the
action of the map is described by a matrix:

(z1lz1) (21,22) . . . (21,20)
(22]21) (22,22) . . . (22,20)

7 = M(Z)) = ) . 2. (4.9
(wul21) (inz) - . ()

If themap is linear and can be described by a matrix, the composition of maps
is straightforward because it can be represented by matrix multiplication; if MLQ
and M273 describe the transformations from z; to z5> and 2z to 23, respectively,
then the transformation from 2, to 25 is given by

M1,3 = M2,3 ) Ml,Z- (44)

145 Copyright (© 1999 by Martin Berz
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In the case of a nonlinear map, it is often advantageous to consider its Jaco-
bian matrix of partial derivativesas alinear approximation of the map. According
to calculus rules, the Jacobian matrix M of the composition of maps M is the
product of the Jacobians ; of the individual maps M. In the important casein
which the individual maps are origin-preserving, i.e., M ;(0) = 0, all the Jaco-
bians must be computed at the origin 0. In this case, the Jacobian of the total map
can be computed as a product of the individual Jacobians evaluated at the origin.

This method fails if the sub-maps are not origin-preserving, i.e., M ;(0) # 0;
in this case, the computation of the Jacobian of M ;;; must be computed around
the value M (0), the computation of which requires the full knowledge of M ;
and not only its Jacobian. Frequently, the Jacobian of the map can be used as a
linear approximation of the map.

In the following, we will develop varioustools for the manipulation and repre-
sentation of maps, and in Chapter 5 develop methods to determine the maps for
given systems.

4.1 MANIPULATIONS

In most cases, a beam optical system consists of more than one element and it is
necessary to connect the maps of individual pieces. Often, the inverse of a map
is needed. Sometimes one part of our system is the reversion of another part;
therefore, it is time saving if the map of the reversed part can be obtained directly
from that of the other part. All these map manipulations can be done elegantly
using differential algebra (DA) techniques.

4.1.1 Composition and Inversion

One of the important aspects of the manipulations of maps is the combination of
two maps of two consecutive pieces into one map describing both pieces together.
This process corresponds to a composition of maps as described in Chapter 2,
section 2.3.1, or asit is also often called, aconcatenation.

Another application of concatenation is the change of variables, for example,
to match those of other beam optics codes. For instance, while many codes work
in the later discussed curvilinear canonical coordinates, others such as TRANS-
PORT (Brown 1979a) and GIOS (Wollnik, Brezina, and Berz 1984) use the slope
instead of the normalized momentum. Even others use Cartesian coordinates
which are usually not very well suited for a discussion of the properties of beam
lines. The transformation of a transfer map M ¢ to adifferent set of coordinates,
which can be expressed as

Mz =C"1oMcgoC, (4.5)

is quite straightforward using DA techniques. One simply composes the trans-
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formation formulas between the two sets of coordinates, the map in one set of
coordinates, and the inverse transformation in DA. Thus, it is easily possible to
express the map in other sets of coordinates to arbitrary order.

Another important task for many practical questionsistheinversion of transfer
maps. As shown in Eq. (2.83), it is possible to obtain the inverse of amap M up
to order n if and only if the linear part of M, denoted by M, isinvertible. If M
isasymplectic transfer map, thisis certainly the case since the determinant of M
is unity, and we obtain the inverse by merely iterating the fixed-point equation

[Mil]n = Mﬁl([ﬂn - [-/\/]n o [Mil]n), (4.6)

where N isthe purely nonlinear part of M, i.e., M = M +N. Thedetermination
of M~ isapparently just amatrix inversion.

4.1.2 Reversion

Besides inversion, another commonly needed technique is the so-called rever-
sion. Throughout the development of beam optical systems, mirror symmetry
has been frequently used, and it will be employed extensively in the following
chapters. Indeed, among the various symmetry arrangements, the process of re-
version of the direction of transversal of a certain arrangement of elements is
perhaps the most commonly used. The reversed motion can be described by first
reversing the independent variable s, which is tantamount to switching al the
signs of p,, py, and ¢, then transversing the inverse map, and finally re-reversing
the independent variable s.

The time-reversal operations can be performed easily using two composi-
tions before and after the inverse map. Specifically, reversion entails that if a
particle enters the forward system at an initid point (z;,y;, d;, a;, b;,t;) and
exits at a final point (xs,yr,dr,ar,byr,tyr), it will exit the reversed system at
(®i,yi,di, —a;, —b;, —t;) after entering this system at (z, ys,ds, —ay, —by,
—ty). This determines the reversion transformation to be described by the matrix

1 0 0o o0 0 0

0 1 0O 0 0 0

- 0 0 1 0 0 0
R= 0 0 o -1 0 o0 |’ (4.7)

0 0 0 0 -1 0

0 0 0o 0o 0 -1

hence, the map of areversed system is given by

ME=RoM ' oR. (4.8)

In DA representation, the nth order representati on M, is therefore obtained via
concatenation operationsas M ,, = Ro M, ! o R. Infact, the second composition
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can be done by merely changing the signs of the a, and b and ¢ components of the
map, which reduces the computational effort.

An interesting point worth noting isthat 2 is not symplectic. In fact, it satisfies
the following relation:

R'-J-R=—J, (4.9)

which we call antisymplecticity. This plays an important role in the analytical
theory of high-order achromats discussed in Chapter 6.

4.2 SYMMETRIES

Symmetry plays an important role in many fieldsin that it imposes restrictions on
the system concerned. Specifically, symmetry in a dynamical system adds con-
straints to its transfer map. This is very helpful because those constraints reduce
the number of unknowns and act as a powerful check of the correctness of the
map. Most beam optical systems have either mid-plane symmetry or rotational
symmetry. Most of them are Hamiltonian systems, which preserves symplectic-
ity. These three symmetries will be discussed in the following.

4.2.1 Midplane Symmetry

Sinceit is convenient in practice to build and beam optical elements and systems
such that they are symmetric about a certain plane, this approach is widely used
for both individual particle optical elements and entire systems. Symmetry in ge-
ometry leads to symmetry in fields which in turn entails symmetry in particle
motion. The symmetry of particle motion about a certain planeis called midplane
symmetry and the plane is called the midplane. Midplane symmetry is probably
the most important symmetry in beam optical systems due to its broad applica-
tions.

In asystem with midplane symmetry, two particlesthat are symmetric about the
midplane at the beginning stay symmetric throughout the system. Supposethat a
particleislaunched at (xz;,y;, d;, a;, b;, t;). After the map M, its coordinates are

[
3

(T4, Y5, di, ag, bi, t;),

[
3

[
3

d mz;yi,di,ai,bi)tl Y

[
3

( )
y(mz,yz; dl; G/“ bz;tz),
( )
( )

a(Tis i, diy ag, bs, 1),

Ti, Yi, di, aq, by, t;

[
3

b

)

Zf
yr
dy
afg
by
ty

( )
mt(mzyyi,di,aiy b“t )
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Under the presence of midplane symmetry, aparticlethat starts at (z ;, —yi, di, a;,
—b;, t;) must end at (:L'f, —yr,drag, —by, tf), which implies

xp = mg(x;, —Yi, di, as, —bi, t;), (4.10

—yr = my(xi, —yi, di, a;, —bs, t;), (4.11)

df = mg(xi, —yi,di, a;, —bi, t;) (4.12)

af :ma(mi,—yi,di,ai,—bi,ti), (413)

—by = myp(xi, —yi, di, as, —bi, ty), (4.14)

tr = my(Ti, —yi, di, az, —bi, t;). (4.15)

Thus, the Taylor coefficients of the map satisfy

(a:|a:z“” yf” diale bi”tﬁt) =0, (4.16)

(d|m’”ylyd’da’“b’b ) (4.17)

(a|a:“ iy ia ;ab’bt“) (4.18)

(tw iy ia ;ab’bt“) - (4.19)

for i, + i odd and

(y|:vzz yf” diale bi”tﬁt) =0, (4.20)

(b|m’wy,yd’d aibivt! ) -0 (4.21)

fori, + iy even.

Since the termsthat haveto vanishin x ; and a ¢ arethosethat remaininy  and
by and vice versa, midplane symmetry cancels exactly half of the aberrationsin
thepurely z ¢, yz, ar, and by.

Asasgpecid case, consider alinear matrix with midplane symmetry which has
theform

(zlz) 0 (z/d) (wla) O (z[t)
0 (yly) O 0  (ylb) O
(dlz) 0 (dld) (dla) 0 (dt)
(alz) 0  (ald) (ala) O (alt)
0 (bly) 0 0 (b|b) 0
(tlz) 0  (td) (tla) O  (t]t)
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Some elements, such as quadrupoles and octupoles, have two midplanes that
are perpendicular to each other. We call this double midplane symmetry, which,
in addition to the previous conditions, requires that

(y|xz’” yZ” djd aﬁ“ bﬁ”t::t) =0, (4.22)

(diefe g ditaienptit) =0, (4.23)

(blate g ditalbitie) = 0, (4.24)

(t|x§w yivditgie bgibt;if) =0 (4.25)
fori, + i, odd and

(:v|x:” yzydjdaﬁa bﬁ”t::t) =0, (4.26)

(a|x§’” yZ” diale bﬁ”t::t) =0 (4.27)

for i, + i, even. The additional midplane symmetry once again cancels half of
theremaining aberrationsinz ¢, ar, y ¢, and b. Thusthe number of aberrationsin
asystem with double midplane symmetry is only one-quarter of that in ageneral
system.

Applying the selection rules to alinear matrix, we obtain the structure

4.2.2 Rotational Symmetry

There are two types of rotational symmetry: One is characterized by the system
being invariant under a rotation of any angle, which we call continuous rota-
tional symmetry; the other is characterized by the system being invariant under
afixed angle, which we refer to as discreterotational symmetry. The former is
widely seen in light optics, in which amost all glass lenses are rotationally in-
variant, and in electron microscopes, in which solenoids are the primary focusing
elements. The latter is preserved in quadrupoles and all higher multipoles.



SYMMETRIES 151

For the analysis of both cases it is advantageous to use complex coordinates.
Let us define

z=x+1y, w=a+1ib, (4.28)

and hencez = = — iy, w = a — ib. After expressing z, a, y, and b in terms of z,
Z, w, and w, the transfer map is transformed into

zZf o mptiayy F, o
< wy > B < ay +iby ) - < F, > (2i, Zi, wi, Wy, Ly, dy), (4.29)
where
( F. > - ( cs ) S gl i gie . (4.30)
Fu J1j2Jsjajeda Cw J1j2jajajeja

Note that besides z and w, Z and w, also appear, contrary to the familiar Taylor
expansion of analytic functions. Thisis dueto the fact that while the original map
may be Taylor expandable and hence analytic asareal function, it is not necessary
that the resulting complex function be analytic in the sense of complex analysis.

Given the fact that a rotation by ¢ transforms z to e?®z and w to e*®w, rota-
tional symmetry requires that a rotation in initial coordinates results in the same
transformationin the final coordinates, i.e., zy — e®zy, wy — e®wy. Inserting
thisyields

(1 —j2+js—ja—1) ¢=2mn (4.31)
for x, a, y, and b terms and
(j1 —Jj2+Js —ja) & =2mn (4.32)
for ¢ and d terms, where n is an integer.
For continuous rotational symmetry, which means invariance for al ¢, the j;
(1 = 1,2,3,4) should be independent of ¢. Thus, we have
J1—J2+3J3 —ja = 1forzp andwy (4.33)
and
J1—J2+js —ja=0fortyanddy, (4.34)

which both eliminate many terms. First, all terms with j; + j» + j3 + j4 vanish
because j; + j3 and j» + j4 adways have the same parity, which meansthat j; —
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Jj2 + j3 — js isalso even. Thisimpliesthat, in rotationally symmetric systems, all
even-order geometric aberrations disappear. As a summary, all remaining z and
w terms up to order 3 are shown as follows:

Order j1 Jj2 Js Ja

1 1 0 0 O
0O 0 1 O

2

3 2 1 0 O
2 0 0 1
0 1 2 O
0 0 2 1
1 1 1 O
1 0 1 1

wherethe order representsthe sum of the j ;. Toillustrate the characteristic of such
amap, let us derive the linear matrix from the previous conditions. First define

(2]2) = (c2)100000,
(zlw) = (c2)oo1000,
(wl|z) = (cw)100000,
(wlw) = (cw)oo1000-

Thefirst-order map is then given by

xp +iyy = (2]2)(@; +iy;) + (z|lw)(a; + ib;)
af +iby = (w|z)(x; + iy;) + (w|w)(a; + ib;),

which entails that the linear matrix is

S W R
M=1 Rwlz) -S(wls) Rwhw) —S(wlw) (4.35)

As an example, we show the second-order map of a solenoid, which has rotational
symmetry but exhibits a coupling between z and y and @ and b. Table | showsthat
indeed all second-order geometric aberrations vanish, which is a consequence of
the rotational symmetry.

Equation (4.35) aso shows that a rotationally invariant system preserves mid-
plane symmetry to first order when the first-order coefficientsarereal numbers. In
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TABLE|
THE SECOND-ORDER MAP OF A SOLENOID
T a Yy b t

0.9996624 -0.4083363E-03-0.1866471E-01 0.7618839E-05 0.0000000E+00 100000
0.7998150 0.9996624 -0.1493335E-01-0.1866471E-01 0.0000000E+00 010000
0.1866471E-01-0.7618839E-05 0.9996624 -0.4083363E-03 0.0000000E+00 001000
0.1493335E-01 0.1866471E-01 0.7998150 0.9996624 0.0000000E+00 000100
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 1.000000 000010
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 0.1631010 000001
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.1120070E-03 200000
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.8764989E-09 110000
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.2193876 020000
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.1023936E-01 011000
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.1120070E-03 002000
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 0.1023936E-01 100100
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.8764989E-09 001100
0.3702835E-03 0.2238603E-03 0.1023256E-01-0.8362261E-05 0.0000000E+00 100001
-0.4384743 0.3702835E-03 0.1637921E-01 0.1023256E-01 0.0000000E+00 010001
-0.1023256E-01 0.8362261E-05 0.3702835E-03 0.2238603E-03 0.0000000E+00 001001
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.2193876 000200
-0.1637921E-01-0.1023256E-01-0.4384743 0.3702835E-03 0.0000000E+00 000101
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00-0.1341849 000002

fact, a simple argument shows that thisis true even for higher orders. In complex

coordinates, Egs. (4.10)—4.15) are transformed to

Zf
wy

(
o

cf
wyg

)
)-

F.

> (F

G

> (Ziyziyu_}iawiyti)di)

> (2i, Zi, wi, W4, 5, d;)

ZJI 232 ,wJ3 ,IDJAL t]t d]d ,

J1J27)3740t)d

which showsthat all coefficients have to be real numbersin order to preserve mid-
plane symmetry. It isworth noting that this proof has nothing to do with rotational
symmetry itself.
For discrete rotational symmetry, invariance occurs only when ¢ = 2x/k,
where k is an integer. Hence, the nonzero terms satisfy
jl — jg +]3 — j4 — 1 = nk (436)
In general, a2k poleisinvariant under rotation of ¢ = 27 /k. For example, for a
quadrupole, we have k = 2. Hence, the nonzero terms satisfy

jl—j2+j3—j4:2n+l.

Like round lenses, systems with quadrupole symmetry are also free of even-order
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geometric aberrations. The linear map of a quadrupole can be obtained from
J1—J2+J3—ja= %1,
whichis
zy +iyr = (2]2) (@ +iy;) + (z|w)(a; + ib;)
+ (212) (i — iyi) + (2|@)(a; — ibs),

ay +iby = (w|z)(z; + iy;) + (ww)(a; + ib;)
+ (w|2)(z; —iy;) + (w|w)(a; — ib;).

Since a quadrupol e has midplane symmetry, all the coefficients are real numbers.
Thusitslinear matrix is

(z]2) + (2]2) 0 (zlw) + (z|w) 0
0 (z]2) — (2]2) 0 (zlw) — (z|w)
(w]z) + (w]2) 0 (wlw) + (w]w) 0
0 (w]z) = (w]2) 0 (wlw) — (w|w)
(4.37)
For other multipoles, we have
k41
ji—jo+js—ji=nk+1= 1 k=34,.... (4.38)
E+1
With midplane symmetry, the linear matrix of a2k poleis
(2]2)  (z|w) 0 0
_ | (wlz) (wlw) 0 0
M = 0 0 (z2) (zw) (4.39)
0 0 (W) (wh)

Since the linear matrix of a 2k pole (k < 3) is a drift, it satisfies Eq. (4.39).
Equation (4.38) shows that the geometric aberrations appear only for orders of at
least k£ — 1. The fact that multipoles do not have dispersion determines that the
chromatic aberrations do not appear until order k. This can be easily seen from
the equations of motion presented in Chapter 5, Section 5.1. Therefore, a 2k pole
isadrift up to order £ — 2.
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4.2.3 Symplectic Symmetry
As shown in Section 1.4.7, the transfer map of any Hamiltonian system is sym-
plectic, i.e., its Jacobian M satisfies
Mt J-M=J (4.40)

or any of the four equivalent forms discussed in section 1.4.7. Here, we study
the consequences of the condition of symplecticity on the map, following the
terminology of (Wollnik and Berz 1985). Let the 2v-dimensional vector 7 denote
apoint in phase space; ageneral map can then be written as

2v

2v 2v
1 1
rif = ;rﬁ, [(rim) + 3 ;ﬁw [(ri|rjrk) + 3 ;rlo [(rs|rjriry) + -]

(4.41)
where we have used the abbreviations
8T'if 827'if
i) = (|5 , €tc. 442
(T |T]) arjo (T |T]Tk) arjoarko etc ( )

Note that the definitions differ by certain combinatorial factors from the conven-
tionally used matrix elements.

Sincefor any M, the product M - .J - M isantisymmetric, Eq. (4.40) represents
2v(2v — 1) /2 independent conditions. Let m ;; be an element of M; then, we have

87'2' 2v 1 2v
mij = (%i = (rilrj) + > Tho l(ﬁh“ﬂ“k) +3 > o [(rilrjrir) + -]
=1

k=1

LetV = Mt - J - M. Then, we have

v

‘/ij = Z(muyi TMypytv,j — Mpyto,i -m%j). (443)
p=1
We introduce
Dy (M, Mj) = (1| M) (rpso| Mj) — (rpso | M) (ru | Mj), (4.44)

where M; and M; are monomials. After some straightforward arithmetic, V;; can
be simplified as follows:

v

Vz’j:Z

p=1

2v

1
Flu + 5 kzl’f'kzo [Fgu + - ]
o=

2v
F0H+ E Tkio
ki=1

] ,  (445)
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where

Fe, = <g> Dy (i, Thy Ty - - TReTG) <§> "Dy (rirky  Thy - - TheT)

+ (g) 'DH(TiT‘lekz,...T‘kgT‘j) R (g) -DM(T‘iTle‘kz ...T‘ke,Tj)

(4.46)

It is worth noting that F¢ , is the coefficient of monomial r, r, - - - 7, of order
& + 1. For single particle motion, we have 2v = 6 and ¥ = (z,y,d,a,b,t).
Therefore, the first-order conditions are

3
> Fou =Y Dulri,rj) = Jij, (4.47)
pn=1

p=1

wherei = (1,...,6) and j = i + 1,...,6. From the definition of .J, we have
Jia = Jos = J3¢ = 1, and al other elements vanish. Altogether, there are 15
conditions.

Similarly, the second-order conditions are

3
(Du(risriyri) + Dp(rire, ,m5)) =0 (4.48)
=1

3
> Fu =
pn=1

"

for all k1. Thus, we have 6 x 15 second-order conditions.
The third-order conditions are

3
Z Fy, = Z D, (riy Tk, Tkotj) + 2D (7iTky s Tho ) + Dy (137, Thy s 75) = 0
=1 =1
g g (4.49)
foral k; and k». Since thereare 6(6 + 1) /2 independent terms, we have 21 x 15
third-order conditions.
Now let us further assume that our system preserves midplane symmetry, its
Hamiltonian is time independent of ¢, and the energy d is conserved, which isthe
most common case. As aresult, the linear matrix is

(zlz) 0  (zld) (zla) O
0 (yly) O 0 (y[b)
0 0 1 0 0

(alz) 0  (a|ld) (ala) O
0  (ly) 0 0 (blb)

(tlz) 0 (td) (tfla) O

M =

_ O OO oo
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Out of the 15 first-order conditions, 4 give nontrivial solutions. They are (i, j) =
(1,4), (¢,7) = (2,5), (i,4) = (4,6), and (¢, ) = (1, 6),which wewill now study
in detail.

Sincefori =1and j = 4 wehave J;4, = 1, we obtain

3

> Du(ri,ra) = 1. (4.50)

D, (1 =1,2,3) can be obtained from Eq. (4.44) as
Di(r1,ra) = (r1|r1)(ralra) = (ralr1)(ri|ra) = (z|z)(ala) - (a|z)(z]a),
Dy (r1,ra) = (r2|r1)(rs|ra) — (r5]r1)(r2|ra) = 0,

Ds(r1,r4) = (rs|r1)(re|ra) — (r6|r1)(r3|ra) = 0.
Inserting the results into Eq. (4.50) yields
(z|z)(ala) — (z|a)(alz) = 1, (4.51)

which shows that the determinant of the z—a linear matrix and hence that of the
x—a Jacobian matrix equals 1.
Similarly, for i = 2and j = 5, the symplectic condition yields

(yly)(b]b) — (bly)(y[b) = 1, (4.52)

which is the same condition for the y—b block as for the z—a block. Together
with the rest of the matrix, these two conditions show that the determinant of the
Jacobian matrix equals 1. It is worth noting that the decoupled conditions on the
x—a and y—b come from midplane symmetry.

Fori=1andj = 6, we have

S Du(ri,m3) =0, (4.53)

where D, (1 =1,2,3) are

Di(r1,7r3) = (ri|r1)(ralrs) — (ralr1)(ri|rs) = (z|z)(ald) — (a|z)(z|d),
Ds(r1,73) = (r2|r1)(rs|rs) — (r5|r1)(r2|rs) = 0,

Ds(r1,m3) = (r3|r1)(re|rs) — (rs|ri)(rs|rs) = —(t|2).
Therefore, the condition yields

(]2)(ald) - (alz)(ald) - (t]z) = 0. (4.54)
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Finally, fori = 4 and j = 6, the condition yields
(z|a)(ald) — (ala)(z|d) — (t|a) =0 (4.55)

Equations (4.54) and (4.55) show that (t|z) and (t|a) are completely deter-
mined by the orbit mation. In particular, for achromatic systemsinwhich (z, d) =
(a,d) = 0, thismeansthat (¢|z) and (t|a). This concept has been used in design-
ing time-of -flight mass spectrometers.

Now we examine some second-order examples. Thefirst oneisi = 1, 5 = 4,
and k; = 1, which gives

(e]2)(alea) — (al2)(z|ra) + (zlaw)(ala) - (alzz)(zla) =0 (4.56)

This example shows an interdependence among second-order geometric aberra-
tions.

The next example showsthat (¢|zz) isafunction of z and a terms. It isthe case
inwhichi =1,j =6,andk; = 1, and theresultis

(z]z)(alzd) — (a|z)(z|zd) + (z]ez)(ald) — (alzz)(2|d) — (zz) = 0.
(4.57)
Next we prove that as long as the kinetic energy is conserved, al ¢ terms ex-
cept (t|d) forn = 1,2,... are redundant. First, we show that (¢|d™) is indeed

independent.
Since al d terms are equal to zero except (d|d), (t|d™) appearsonly in

Ds(ry,r3) = —(re|ry)(r3|rs) = —(t|d")
and
Ds(r3,ry) = (r3|rs)(rs|ry) = (t[d").

Therefore, we have

3
ZF”“ = D3(r%,r3) + D3(rs,r§) + -
p=1
=04,
which showsthat (¢|d™) does not appear in any symplectic condition and is there-
fore independent.

For other t terms, assume agenera form (¢|ry,ry, - -1r1,,). Fori =1y, k1 = 1o,
e kno1 =1y, andj =3, (t|ry, 1, - 11,) @ppearsonly in

Ds(riyriy -+ -11,,73) = —(re|re, iy 11, ) (7373)
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= —(t|7‘117‘12 T Tln)’

which entails that (t|r;, 7, -+ -1y, ) can be either zero or a function of z, a, y
and b terms. In conclusion, (t|r, ry, - - - 7,) IS redundant. As a consequence, an
achromatic system in which all position and angle aberrations vanish is also free
of al time-of-flight aberrations except (¢|d™).

4.3 REPRESENTATIONS

In Section 4.2 it was shown that not all aberrations of a symplectic map are
independent, but they are connected through the condition of symplecticity.
In some situations it is helpful both theoretically and practically to represent a
symplectic map with only independent coefficients. In the following sections, we
introduce two such kinds of representations: the Lie factorizations and the gener-
ating functions.

4.3.1 Flow Factorizations

In this section, we devel op techniques that allow the representation of maps via
flows of autonomous dynamical systems. As a special case, we obtain factoriza-
tions into flow operators of Hamiltonian systems if the map is symplectic. Let a
transfer map M be given. First, we perform a shift of the origin through the map
S such that

(S~ o M) (0) = 0. (4.58)
Next we factor out the linear map M of M and definethe map M | as
Mi=M'oS oM. (4.59)

The map M is origin preserving, and up to first order equals the identity.

. We now cogsi der the operator exp(: LJ; :) inthe DA ,, D, for the case in which
f=10,i.e, f hasno constant and no linear part, and thus in the terminology of
Eq. (2.64), f € IY. If the operator L g actson afunctiong € I, i.e, theideal of
functions that satisfy ¢(0) = 0, we have that all derivatives up to order 2 vanish.
After the second application of L P all derivatives of order 3 vanish, and so on.
Altogether, we have that

Lpg € I, sz»gelg,...,L;igGIn_,_l = 0. (4.60)

In particular, this means that the operator exp(L f~) converges in finitely many
stepsin, D,,.
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We now choose any f» that satisfies
fo=a My —T (4.61)

where 7 is the identity map. In particular, we could choose the terms of ﬁ that
are of order 3 and higher to vanish. Then we see that becauseZ € 17,

exp (Lﬁ)zzﬂﬂ?ﬁzq M

Therefore, if we define
Mo = (exp (Lf) z)_l o My, (4.62)
then M, satisfies
Mo =, T. (4.63)

Next, consider the operator exp(L 7) for the case of fe I3 If the operator L »
actson afunction g € I, al derivatives up to order 3 vanish. After the second
application of L B all derivativesof order 5 vanish, and so on. Altogether, we have
that

Lpg € I, L?gel5,...,LJ”;gef2y+1. (4.64)
Now choose an f} that satisfiasﬁ =3 M — 7 and observe that
exp(L ;)T =3 T+ f3VT =5 M.
Therefore, if we define
Mz = (eXp (Lf;) 1)71 o Mo, (4.65)

then M3 satisfies M3 =3 Z. This procedure can be continued iteratively and
finaly ends with M,, =, I. Unrolling recursively the definitions of M ; then
yields

M:nSoMo(exp(Lf;)I)o---o(exp(Lﬁ)I). (4.66)

Several modifications of this approach are possible. First, we note that in our
recursive definition of the M ;, we always composed with the inverses of the
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respective maps fromtheleft. If instead all such compositionsare performed from
the right, we obtain

M:nSOMO(exp(Lfn)Z)O-no(exp(Lfé)I), (4.67)

where of course the values of the ﬁ are different from what they were previoudly.

We also note that the appearance of the constant and linear parts S and M on
the left isimmaterial, and they can be made to appear on the right instead by Eq.
(4.59), initially choosing M; = M oS! o M 1. Inthis case, however, S does
not shift the coordinates by the amount M(0), but rather by an # that satisfies
M(Z) =0.

Next we observe that in Eq. (4.66), al flow exponentias act on the identity
map individually, and then al resulting maps are composed with each other. We
now study a similar factorization where the exponentials act on each other suc-
cessively. To this end, we first define M asin Eqg. (4.59). Next, we choose f, as
before such that

exp (Lf;)Z:21+f2:M1 (4.69)
holds. Different from before, we now define M 5 as
My = exp (L A ) 1. (4.69)
Next wetry tofind f3 such that
My =3 exp (Lf*g) My =3 (I+ f;ﬁ) Mo
=3 Ms + f3, (4.70)

where use has beep made of the fact that M, =, Z. Because M, =5 My, this
uniquely defines f3, and we now set

Ms = exp (Lfg) M. 4.7
We continue by trying to find f4 such that
M1 =4 exp (Lfl) Mz =, (I+fzﬁ) M3
=4 M3 + fi. (4.72)

We now haveusedthat M3 = Z. Because M =3 M3, thisuniquelydefinesﬁ.
The procedure continues, until in the last step we have M| =, exp(Lf»n)Mn,l.
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After unrolling the definitions of the M ;, we arrive at the factorization
./\/l:nSOMo(exp(Lf»n)...exp(Lf»z)I). (4.73)

Finally, we observe that according to Eq. (4.64), in the step in which f5 is
chosen, we could not only choose f3 = 3.M->, but aso pick an f3 4 such that
1?3,4 = 4M,. Therefore, in the second step, all terms of order 3 and 4 would be
removed. In the following step, orders 5-8 could be removed and so on. In this
case of a“superconvergent” factorization, many fewer terms are needed, and we
would have

M:nSOMo(exp(Lfé)I)O(exp(Lng)Z)0.... (4.74)
aswell as the previous respective variations.

We now address the important case in which the map under consideration is

symplectic. The question then arises whether the individually occurring flow op-

erators could be chosen such that they represent a Hamiltonian system, i.e., ac-
cording to Eqg. (1.90), whether for each f; thereisan h;,; such that

#( d\ _ s ( Ohit1/OF
fi ( ﬁ) =7 ( Ohis1 )05 )
Inthis case,
exp (Lﬁ-) =exp(: hit1 1), (4.75)

where “: ;" denotes a “Poisson bracket waiting to happen.” According to Eq.
(1.115), the h;41 existif and only if the potential problem

ahiﬂ/aq*) ; < q*> (i (
S)=—J-fil 5 )=—-J-| =
( Ohiy1/0p f p Iy
can be solved. According to Eqg. (1.300), thisis the case if and only if the matrix

A:_Jg( faloq 6f/6p>
0f3/0G 0fs/0p

RSTREST]

) (4.76)

is symmetric. We show that this is the case by induction over the order i. There-
fore, we are given the symplectic map M ;_; which, according to the previous
arguments, has the form

M =T+ fi;
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the symplectic condition for M ;_; now entails that
J =Jac(M;_q) - J- Jac(M
N - — t
( 0fz/07 0f7/0p )) ( ( 0f7/07 0f7/0p >>
0f5/0¢ 0f5/0p Of/0q Ofy/0p
- - t
s ( a@/ag 0f1/0p > P ( 0f7/0d a@/@g)
8f3/07 Ofy/0p 8f3/07 0fs/0p

falod ofsop ) i (( 0f;/07 a@/@ﬁ) | j>t
0f3/00 ofs/0p

:j+j-£1-j—(j-A-j)t:j+J-(A—At)-j @.77)

from which we infer that A must be symmetric. According to Eq. (1.304), the
polynomial h;1 can then be obtained by integration along an arbitrary path as

hiy1 = / —J- fZ )dr’. (4.78)

To conclude, we have proven Dragt’s factorization theorem; furthermore, and per-
haps more important, we have presented arelatively straightforward algorithm
to obtain the f; to arbitrary order with DA tools.
Next, we present a method to obtain a representation for the nonlinear part of
the map in terms of asingle Lie exponent, such that
My =, exp(: h:)Z, (4.79)

whereh = h3 + ha + - - - + hy41 iSapolynomial from order 3 ton + 1. We begin
by computing h3 via

hs :/ —J - fo(7) di’
0
To third order, we then have M =3 7 + exp(: h3 :)Z+ : hy : Z and sO
Vhy =3 —(My —exp(: hg )I) - J.
Proceeding along the sameline, h,,+1 can be computed from

Vhmit =m —(My —exp(: hs + -+ hp, )I) - J. (4.80)
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Dragt and coworkers (1988a) developed an extensive theory on how factor-
izations of Lie operators can be determined for a large class of particle optical
elements and how two such factorizations can be combined into one. Because
of the noncommutation of the operatorsin the respective exponentiass, extensive
use is made of the Baker-Campbell-Hausdor ff for mula. However, the effort re-
quired for this process increases rapidly with order and thereis not much hope of
streamlining the theory to work in an order-independent way. Therefore, results
could be obtained only through order three, and in some simple cases to order
five.

In conclusion, two observations are in order. First, we note that given any of
the previousfactorizations, it is possible to obtain the conventional DA represen-
tation of the map by mere evaluations of the propagators following the methods
discussed in Chapter 2, Section 2.3.4. We a so note that while in the differential
algebra , D, dl flow operators converged in only finitely many steps and hence
al arguments are straightforward, the question of conver gence, whether various
factorizations up to order n do indeed converge to the map as n goes to infinity,
is difficult to answer in the general case.

4.3.2 Generating Functions

Historically, many important questions in Hamiltonian mechanics have been
addressed using a generating function representation of the canonical transforma-
tionsat hand. As shown in Chapter 1, Section 1.4.6, any canonical transformation
and hence any symplectic map can locally be represented by at least one gen-
erating function that represents the transformation uniquely through implicit
conditions. Four commonly used generating functions are given by

Fi(@, dy), Fo(di, Py), F3 (i, 4r ), and Fy (55, Py ). (4.81)
which satisfy the following conditions:
(Bi, ) = (6@-F1a—%fF1)
(73, dr) = (ﬁquzﬁﬁsz)
(¢, Pr) = (_ﬁﬁiF& —%,Fg)
(@) = (V5 Fs. Vi Fi) (482
As shown in Chapter 1, Section 1.4.6, many mor e than these four exist, and
while none of the four may be suitable to represent the map, at least one of those
introduced previously is suitable. The generating functions allow aredundancy-

freerepresentation of the map since as shown in Chapter 1, Section 1.4.8, every
generating function produces a symplectic map.
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As we shall now show, given an nth order Taylor expansion [M] ,, of the sym-
plectic map M, there is arobust and straightforward method to obtain a polyno-
mial generating function in such away that the map produced by it is exactly M
up to order n. Here we use the computation of an F'; -type generator and follow the
reasoning leading to Eq. (1.210); it isimmediately apparent how other generators
can be determined.

Let [Q],, and [P],, denote the nth order maps of the position and momentum
parts of M, and let Z, and Z,, denote the position and momentum parts of the
identity map. Passing to classes, we have

(#)-(2n)(5) 4

If the linear part of the map (Q, Z,)" is regular, we thus have

(8)-(8)'(0) e

from which we then obtain the desired relationship

B\ ([Pl 9, \ ( @)

(p )‘ ( Z,1n ) ( [Iq]n> i) (4:89)
The (n + 1)st-order expansion of the generator is obtained by integration over an
arbitrary path. In the DA picture, the whole process consists merely of inversion
and composition of DA maps. For the inversion to be possible, it is necessary and
sufficient for the linear part ([Q]1, [Z,]1)! of the map to be invertible, which is
the regquirement for the existence of the original generator. Hence, whenever the
origina generator exists, its Taylor expansion to (n + 1)st order can be obtained
in an automated way.

It is noteworthy that if M, isnot symplectic, theintegration of F,, over an ar-
bitrary path yields a generating function that represents a symplectic transfer map
that is“near” the original oneif M, is“nearly” symplectic. Infact, the algorithm
can also be used for symplectification of transfer maps that are not symplectic,
for example, because of buildup of inaccuracies during the computation of M ,,.
To this end, one computes the generating function and then follows the algorithm
backwards, which merely requires the application of V and inversion. The result
isanew and now symplectic M ,,.

The process of abtaining the gradient of the generating function can be per-
formed to arbitrary order using only the differential algebraic operations of
composition, inversion, and antiderivation. The ease of computing a generating
function with differential algebrais one of the strong points of the power series
representation of the map. In the Lie representation, the computation of the gen-
erating function cannot be donein a straightforward pattern and getsincreasingly
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cumbersome with high orders. We also note here that it is possible to solve for
the generating function directly via the Hamilton-Jacobi equation (Eq. 1.279),
without previously calculating a map. This has been demonstrated in (Pusch

1990).



Chapter 5

Maps: Calculation

In this chapter we discuss the necessary tools for the computation of transfer
maps or flows of particle optical systems that relate final coordinates to initial
coordinates and parametersvia

7 = M(%,9). (5.1)

Because the dynamicsin these systems can generally be classified as being weakly
nonlinear, such map methods usually rely on Taylor expansion representations of
the map, assuming that thisis possible. Thefirst major code to employ such meth-
ods to second order was TRANSPORT ((Brown, Belbeoch, and Bounin 1964);
(Brown 1982) (1979a), (1982)); later the methods were extended to third order in
the codes TRIO (Matsuo and Matsuda 1976) and the related GIOS (Wollnik, Hart-
mann, and Berz 1988) and also in new versions of TRANSPORT (Carey 1992).
The Lie algebraic methods developed by Dragt and coworkers (Dragt and Finn
1976; Dragt 1982) were used for the third-order code MARYLIE (Dragt, Healy,
Neri, and Ryne 1985). Using custom-made formulamanipul ators (Berz and Woll-
nik 1987), an extension to fifth order was possible (Berz, Hofmann, and Wollnik
1987).

All of the previous methods are based on finding analytical representations
of formulas for aberrations of a select list of elements, which inevitably makes
the use of these methods complicated for high-order or very complicated fields.
The differential algebraic methods introduced in Chapter 2 that are based on
transforming the three key function space operations of addition, multiplication,
and differentiation, to a suitable space of equivalence classes, can circumvent this
difficulty. They can be used to construct algorithms that allow the computation
of maps to arbitrary orders, including parameter dependence, and as discussed
in Chapter 4, they can be used in principle arbitrary fields. These methods were
implemented inthe code COSY INFINITY (Berz 1992b), (1992b, 19933, 1993b))
aswell asin anumber of other recent codes (Yan 1993; Yan and Yan 1990; van
Zeijts 1993; van Zeijts and Neri 1993; Michelotti 1990; Davis, Douglas, Pusch,
and Lee-Whiting 1993).

In this chapter, we first derive the equations of motion in particle optical co-
ordinates using various canonical transformation tools of Hamiltonian mechanics
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and aso derive eguations of motion for other quantities. Then we present vari-
ous differential algebra (DA)-based approaches for the determination of mapsfor
specific cases.

5.1 THE PARTICLE OPTICAL EQUATIONS OF MOTION

In this section, we will derive the equations of motion of a particle in an electro-
magnetic field in the so-called curvilinear coordinates. For the purposes of this
section, we will neglect radiation effectsaswell as any influence of the spin on the
orbit motion, but it will be clear from the context how to include their treatment
if so desired. The curvilinear coordinates are measured in amoving right-handed
coordinate system that has one of its axes attached and parallel to a given refer-
ence curvein space; furthermore, usually thetime isreplaced as the independent
variable by the arc length along the given reference curve.

While the transformation to curvilinear coordinates seems to complicate the
description of the motion, it has several advantages. First, if the chosen reference
curve in space isitself avalid orbit, then the resulting transfer map will be ori-
gin preserving because the origin corresponds to the reference curve. This then
opens the door to the use of perturbative techniques for the analysis of the mo-
tionin order to study how small deviationsfrom the reference curve propagate. In
particular, if the system of interest is repetitive and the reference curveis closed,
then the origin will be afixed point of the motion; perturbativetechniquesaround
fixed points can be employed to study the one-turn transfer map, which here cor-
responds to the Poincar e map of the motion.

Second, the method is also very practical in the sense that beams are usualy
rather small in size, while they often cover largeterritory. Therefore, it is more
convenient to describe them in alocal coordinate system following a reference
particleinstead of in a Cartesian coordinate system attached to the laboratory. Ex-
pressing the motion in terms of value of the transfer map at agiven arc length very
directly corresponds to the measurements by detectors, which usually determine
particle coordinates at a fixed plane around the system instead of at a given time.
Also, expressing the motion in terms of the arc length as an independent vari-
able directly providesanatural scale sinceit is more natural to measure in meters
along the system instead of in nano- or microseconds.

The following sections describe in detail the derivation of the motion in curvi-
linear coordinates. We will study the transformations of Maxwell’s equations and
the resulting fields and their potentials to the new coordinates, and then we derive
the explicit forms of the Lagrangian and Hamiltonian with time as the indepen-
dent variable. Finally, a specia transformation on Hamiltonians is applied that
replaces time as the independent variable by the arc length, while maintaining the
Hamiltonian structure of the motion.
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&

Reference Curve

X2

X1

FIGURE 5.1. Thereference curve and the locally attached Dreibeins.

5.1.1 Curvilinear Coordinates

Let {€1, &>, €3} denotea Dreibein, aright-handed set of fixed orthonormal basis
vectors, which defines the so-called Cartesian coordinate systems. For any point
in space, let (z1,x2,x3) denote its Cartesian coordinates. In order to introduce
the curvilinear coordinates, let E(s) be an infinitely often differentiable curve
parameterizedintermsof itsarc length s, the so-called referencecurve (Fig. 5.1).
For each value of s, let the vector € be parallel to the reference curve, i.e.,

. dR
€s(s) = I (5.2

We now choose the infinitely often differentiable vectors €, (s) and &, (s) such
that for any value of s, the three vectors {€, €;, €, } form another Dreibein, a
right-handed orthonormal system. For notational simplicity, in the following we
also sometimes denote the curvilinear basis vectors {€;, €., €, } by {¢¢, 5, éS'}.

Apparently, for agiven curve R(s) there are a variety of choicesfor &, (s) and
€, (s) that result in valid Dreibeins since €, (s) and €,(s) can be rotated around
€. A specific choiceis often made such that additional requirementsare satisfied;
for example, if £(s) is never parallel to the vertical Cartesian coordinate &3, one
may demand that €, (s) awayslie in the horizontal plane spanned by €; and é,.

The functions R(s), &,(s), and €y(s) describe the so-called curvilinear coor-
dinate system, in which a position is described interms of s, z, and y via

—

7= R(s)+ 2, +yé,. (5.3)

Apparently, the position  in Cartesian coordinates is uniquely determined for
any choiceof (s, z,y). The converse, however, is not generaly true: A point with
given Cartesian coordinates + may lie in several different planes that are perpen-
dicular to B(s), as shownin Fig. 5.2.
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S8

FIGURE 5.2. Non-uniqueness of curvilinear coordinates.

The situation can be remedied if the curvature x(s) of the reference curve R(s)
never grows beyond athreshold, i.e,, if

Ty = l/msax|/<;(s)| (5.9

isfinite. As Fig. 5.3 illustrates, if in this case we restrict ourselves to the inside
of atube of radiusr; around E(s), for any vector within the tube, thereis always
one and only one set of coordinates (s, ;, y) describing the point 7.

Let usnow study thetransformation matrix fromthe Cartesianbasis {€'1, €3, €3}
to the local basis of the curvilinear system {¢,é,,¢,} = {e7,eY,éS}. The
transformation between these basis vectors and the old ones is described by the
matrix O(s), which has the form

. (€5-€1) (€z-&1) (€y-é1)
O(s) = | @(s) | Els) | &(s) | =| (€-&) (€-&) (& -&)
(Es-€3) (Ex-&5) (E,-¢e3)

(5.5)

=

FIGURE 5.3. Uniqueness of curvilinear coordinates within atube.
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Because the system {¢é, €, €, } is orthonormal, so is O(s), and hence it satisfies

O(s)-O(s)t =1 and O(s)"-O(s) = 1. (5.6)

Since both the old and the new bases have the same handedness, we also have
@%O@):L (5.7)

and hence, altogether, O(s) belongs to the group SO(3). It must be remembered
that elements of SO(3) preserve cross products, i.e., for O € SO(3) and any
vectors @, b, we have

(0d@) x (Ob) = O(@ x b). (5.8)

Oneway to see thisisto study the requirement of orthonormality on the matrix
elements of 0. The elements of the matrix O describe the coordinates of the
new parameter-dependent basis vectors in terms of the original Cartesian basis;
explicitly, we have

sk = Or1,  [Ex]k = Or2, [€y] = Ors. (5.9)

The demand of the right-handedness then reads
3
é? X é?n = Z Elmné‘ga
n=1

where ;1 is the common totally antisymmetric tensor of rank three defined as

1 for(i,4,k) = (1,2,3) and any cyclic permutation thereof
€ijk = { —1 for other permutations of (1, 2, 3)
0  for two or more equal indices

and reduces to a condition on the elements of the matrix O,

3 3

Z €ijk Qi Ojm = Z €1mnOkn- (5.10)

i,j=1 n=1

It must be remembered that the symbol €, is very useful for the calculation of
vector cross products; for vectors @ and b, we have

3
[Ei X l;jk = Z eijkaibj.

ij=1
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Using the conditionin Eqg. (5.10), we readily obtain Eg. (5.8).
For the following discussion, it is useful to study how the transformation matrix

O changes with s. Differentiating Eq. (5.6) with respect to the parameter s, we
have

Therefore, the matrix T = O - dO/ds is antisymmetric; we describeit in terms
of its three free elements via

A 0 —T3 T
Ot-% =T = ( B 0 -7 > (5.12)
—Ty T1 0

We group the three elementsinto the vector 7, which has the form

T1
7= ( T ) . (5.12)
73

We observe that for any vector @, we then have the relation
T-@=7xad.

The components of the vector 7, and hence the elements of the matrix T, can be
computed as

_L,odé,  dé,
=Gy ds Cx ds
e d
° ds Yo ds
de. de,
=€, — = —@, - —=. 5.13
=€ ds € ds ( )

These relationships give some practical meaning to the components of the vector
7: Apparently, 7,_describes the current rate of rotation of the Dreibein around the
reference curve E(s); 7, describes the current amount of curvature of (s ) inthe
plane spanned by €', and €,; and 73 similarly describes the curvature of R(s) in
the plane spanned by €, and €. In mathematical terms, because of

L dés L de, R dey
L8 — A, = 14
s s r T s 0, & ds 0, (5.14)
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we have
dgs — —
—— = T3€p — T2€
ds ¢ Y
dé, 5 e
= —T3€ T1E
ds # Y
dé, o "
— =138, — T1Es, (5.15)
ds

as successive multiplication with €5, é€,, and €, and comparison with Eq. (5.13)
reveals.

Asthefirst step in the transformation of the Maxwell’s equations and the equa-
tions of motion to the curvilinear coordinates, it is necessary to study the form of
common differential operatorsin the new coordinates. From Eq. (5.9), which has
theform

3 3
F=wpé = Z{ﬁ k+x0k2+y0k3}5k,

we see that the Cartesian components of 7 are
ap =R -& + 20 +yOps fork=1,2,3. (5.16)

Through extended calculation, given in detail in (Berz, Makino, and Wan 1999),
al common differential operators can be expressed in terms of curvilinear coor-
dinates.

Thefinal differential quantity we want to express in terms of curvilinear coor-
dinatesisthe velocity vector v'. It is expressed as

-

T =161 + v285 + V363 = V€5 + V€, + vy €y.

We define
V1 Vs
= vy |, €= v, |,
V3 Uy
and we have 7" = O - 7. To determine the velocity expressed in curvilinear

coordinates, we dlfferentlate the position vector 7 with respect to time ¢; from
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Eq. (5.16), we have

3
dr d
—{R- & + 202 + yOus }éx
~ = 2

d
Ok1$ 4 Opat + Opsy + $

r+s €

ds ds
$ 0 S A 0
:O(m>+s—(m>zé{( )-{—sOt do(a:)}
. ds
Yy Yy Yy
R 0 . $ (1 —mz+ 12y)
=0- +5T-| = =0- T — 5Ty )
y' Y Y+ S$nx

where Eq. (5.2) is used from the first line to the second line.
For later convenience, it is advantageous to introduce the abbreviation

Il
’Eiw

Ok .dOy3 }ﬁ
Y

a=1-—T1z+ ny. (5.17)

We note that for « and y sufficiently close to zero, a does not vanish and is posi-
tive. Hence, besides the restriction for the motion to be inside a tube of radius r ;
imposed by the need for uniqueness of the transformation to curvilinear coordi-
natesin Eq. (5.4), there is another condition; defining

_1 3
7“2_2m81n

1

T3

1

T2

)

) . (5.18)

If werestrict z, y to sﬂlsfy ||, ly| < r2, the quantity o never vanishes.
Utilizing ¢ ol = =0- , we conclude that the velocity expressed in terms of
curvilinear coordi nateﬁ is g|ven by

Vs $+(1 =7z + ny) sa
= v | = T — smy = #—sny |. (519
Uy Y+ Ssnx Y+ snz

For future reference, we note that because of the orthonormality of O, we dso
have the following relationships:

v? = et gt = ¢ € (5.20)

get . Aet = 5O . AC. (5.21)
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5.1.2 The Lagrangian and Lagrange’s Equations in Curvilinear Coordinates

Now we are ready to devel op L agrangian and Hamiltonian methodsin curvilinear
coordinates. Following the transformation properties of Lagrangians, it is con-
ceptualy directly possible, albeit practically somewhat involved, to obtain the
Lagrangianin curvilinear coordinates. To thisend, we merely haveto takethe La-
grangian of acharged particlein an electromagnetic field in the Cartesian system,

2
v —
. . . 2 t t
L(z1,x2,®3; &1, &2, E3;t) = —me™y /1 — = —ed + ev" - AT

and express all Cartesian quantities in terms of the curvilinear quantities. In this
respect, it is very convenient that the scalar product of the velocity with itself and
with A is the same in the Cartesian and curvilinear systems, according to Egs.
(5.20) and (5.21). Therefore, the Lagrangian in the curvilinear system is obtained
completely straightforwardly as

7e2 o
L(s,x,y;4,&,7;t) = —mc?y /1 — — —ed+ e - AC, (5.22)
¢

7¢? :v§+vi+vz and ¢ A¢ =vsAs + v Ay + v Ay

where

Here, ® and A€ are dependent on the position, i.e., {s,z,y}, andthetimet. The
quantities O, T', and hence 71, 7, 73 used in Eq. (5.23) are dependent on s.

The derivatives of v, v,, v, Withrespectto s, z, y, $, <,y are useful in order to
determine the explicit form of Lagrange’s equations.

81}8 _ a'Us _ a'Us _

95 @ 9 = O oy

ovy . ov, 1 ov, 0

o5 ¥ o0& o5

Ovy Ovy Ovy

— 7 = — = —2 =1

R o O a5
(5.23)

81)8_8. —@ij@ 81)8__3 v, 5

ds d as?) ar T 0™ oy =

ov, —S@ ov, 0 ov, s

ds ds or oy ™

Ovy, .dm ovy, . ovy,

8s  Cds ar b Oy =0

The Lagrange equation for z is derived as follows. Using the derivatives of
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Vs, Uz, Uy IN EQ. (5.23), we have

o> Ov ov ov
T = 20—+ 20—+ 2v, =L =20,
or Uiy Ty TGy T
(T - A9 v, vy Ay
= = A4 A, A, =A,
o A R T
o> Ov ov ov
— =2 s_s 2 © = 2 Y= —2 s S 2uy$
o7 v oz + 2v oz + 2vy o VsST3 + 20y ST
= —25 (1305 — Tvy) = —25[7 x 7.
Altogether, we have
L
9 = Lvm +eA, =p, +eA,, (5.24)

0 /1 —v2/c?
where gt = mt /\/1 — v?/c2 and correspondingly p 7°/\/1 —v2/c?

was used. We also have

oL m L A S e
o 7#—1}2/028[7—)(” ]2 eax(lb A"Y)
5[ x T — e (@ — o AC)

— L4 5[Fxph=e —dAﬂ”—ﬂ(@—ﬁC-ZC) . (5.25)

dpy
dt

+5[7xp)=e |——2 — —(® — A)-. (5.26)

It is more complicated to derive the Lagrange equation for s. Using the deriva-
tives of v, v, vy in Eq. (5.23), we obtain

6 2

8—1; = us00 — 20, T1Y + 20y T
(7 .A'C
% =Asa - A,y + Aynix

ov? ) drs dr> . dn . dn
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=3 =3

= 2z [d—x *C] — 25y [d—TxUC
9 ds

ds 5
and so
oL m
% = \/ﬁ : (USCK — VzT1Y +Uy7'11‘) + e(Asa — Azny + Ayna})
= (ps + eAs) a — (po + eds) iy + (py + eAy) iz (5.27)
aswell as
oL m . [dT o o . ldT o o
= e e o [ ] )
B .
o, @_—'C.AC
683( U )
= —x |— - il —e— (P —
sw[dsxpL sy[d ><p]3 eas( )

Thus, the Lagrange equation for s is

. d7 . a7
(Ps — peTiy +pyTiT) + S {—xﬁo] + 5y {—xﬁc}
d 5 ds 5

dt s
—e —i(Aa—A +A x)—ﬁ@—ﬁc A%)|. (5.28)
- dt s zT1Y yT1 Os . -
The left-hand side is modified as follows
dps dp, dp . . . .
Q- =Ty +T1.TE + ps(—T38& + T2Y) — P21y + PyTi &

+ sd—x—ks@ - ,dn + dl
Ps ds ds Y Pzs y Pys ds

_ dps dp, Dy i O o O

=a— Y o + 1T o [T X P )2 —g[T x P73
dps . d -

= < (Z + §[7 x 130]1> — Ty <—dt + [T % 130]2>
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dp
+ <E+s[ xﬁc]3>,

where Eq. (5.19) is used from the second step to the third step, and

Vo[F X PN 4 va[F X 52 A vy [F x 51 = 7€ - (Fx ) =0

isused in the last step. Therefore, the Lagrange equation for s simplifies to

+Tx<%+.§[?xﬁc]3>

[t ety
ST Ty T g T T
+Ama(7'1y)+Aya(—le)—%(‘b—v -A )]

The equations for z and y (Egs. 5.25 and 5.26) can be used to simplify the previ-
ous equation. Doing this, we obtain

=e [—a pral (% +T1y%—7'1xa—y> (@ -3~ - A"Y)

d
—(ny) + A

d
+ As— (132 — m2y) + Ag o

o i(—ﬁw)} :

Ydt

and with the requirement that = and iy are small enoughsuchthat o = 1 — 732 +
Ty > 0, the equation can be written as

o7 +s [7_" X [30]1
_ dA, 1 0 0 0 < TC
‘e[‘ ar 1(%””@“”6_) (- A
1 d
+ a Asd (7'31' - 7'2?/) +A %(le) + Ay dt( 7—11')

Thus, the set of three Lagrange equations can be summarized as follows: It
apparently agrees with Newton's equations in curvilinear coordinates [see (Berz,
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Makino, and Wan 1999)].

0
eA & 1y8.’17 Tlxa_
__i eA, - CKi (@—Q_JC KC)
dt e A «@ Ox
! 9

(07

e d d d R
+ — {ASE(T&T —Ty) + Az%(ﬁy) + Ay%(—ﬁl‘)} €s. (5.29)

5.1.3 The Hamiltonian and Hamilton’s Equations in Curvilinear Coordinates

To obtain the Hamiltonian now is conceptually standard fare, although practically
it is somewhat involved. We adopt the curvilinear coordinates {s, =, y} as gener-
alized coordinates, and we denote the corresponding generalized momentum by
P% = (PS, PG, PS). The generalized momentum is obtained via the partials
of L with respect to the generalized velocities; using Egs. (5.24) and (5.27), we
obtain

oL
PsG = E = (ps + eAs)a - (pm + eAm)le + (py + eAy)TloT
PzG = g_i = Pz +ed,
. oL
Pyc = 3 =py, +eA,. (5.30)

It is worthwhile to express the mechanical momentum 7;,.,, namely p¢, in

terms of the generalized momentum P¢ = (PS, PS, P£). By combining the
expressionsin Eg. (5.30), we have

PSG = (ps + eds) a — Pfﬁy + PyGTlx,

and so

ps + eA; =

R+

(PSG + Pfﬁy - PyGTlx) ,
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and atogether
é (PSG + any — PyGTl:v) —eA,
7 PO oA, . (5.31)
PyG —ed,
Squaring 5 = ymi® = m#© //1 — (79)2/c® and reorganizing yields
A(p)?

SCN\2
= G e

and because ¢ and ¢ are parallel we even have

~C'
=2 (5.32)
) + e
We also observe that
—J1— 2 - me 5.33
07)? [ = \/ +m 2,2 ()2 + m2c2 (533)

The Hamiltonian in the curvilinear system Hﬁis defined from the Lagrangian
L (Eg. 5.22) and the generalized momentum P (Eg. 5.30) via the Legendre
transformation

H =$PF +iPf +yP{ - L

:pG | .pG | - pG v ic
=SSPy + 2P, +yP, + mc? 1——2+e<I>—ev -A
c

and the subsequent expressionintermsof only s, z, y, P&, P¢, PY andt, if this
ispossible. Using Egs. (5.31), (5.32), and (5.33), we havefrom Eq. (5 19) that

s 1111
S.:’U—:—— {—(P§+Pley_Plex)_eAs},
(0% my « (0%

T = vy + ST1Y

1 1
= PS¢ —ed, + Y {— (PE + PYmiy — Pyima) — eAsH
my a
1
= {7‘1y PG (a2 + Tny) Pf —1lay PyG —enya A, —ea’® Aw}
my o

Y =vy — STIT
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1 1
= { na PS¢ — r2zy PS + (a® + 1{z?) PyG +enza Ay —ea® Ay},
my a
where we used the abbreviation v from Eqg. (5.33), which is in terms of the gen-
eralized coordinates and the generalized momenta

1 c
my \/(PSG + Py — PFmic — aeds)?a® 4+ (PF — eAz)? + (PF — eAy)? + m2c? .
(5.34)
We also have

<. jo_ L o jo

1 1
— [{— (PSG + PzGle — PyGﬁx) — eAs} A,
my | |«

+ (PY —eAy)As + (PS —edy)A, ],
and in particular it proved possibleto invert the rel ationships between generalized

velocities and generalized momenta. Hence, the Hamiltonian H can be expressed
in curvilinear coordinates, and it is given by
1

1
H=— [ (PE + POryy — PCTlm)P0+T1yP0P0
my

{1+ (T;y) }(PG)2 7'15UPGPG {1+ (T(lf)Q} (PG)2

z Yy

27ixy
T2

1
POP — ~PPed, - ZUPJed, — Pled, + ZoPyed,
1
- PyGeAy - (PE + PSmy — PyGTl.T) eAs +e* A2
— (PY —eA,)eA, — ( —eAy)eAd, + m202] +ed

1
:m_f)/|:a2 (PG+PGT1y PGTll')

1
—-2— (PSC + PSmy — PyGna:) eAs + e A2
a
+(PY —eA,)? + (Pyc —eA,)? + m202] +ed

1 (1 2
= m_'y[{a (Psc +PSmy— PyGﬁa:) —eAs}
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+ (PE —eA,)? + (PyG —eA,)? +m?c?| +ed
1 2 2
= —(mey)® + e® = mcy + ed.
my

Explicitly, the Hamiltonian in curvilinear coordinatesis

H= c\/(PSG + PSny — PEniz — aed;)?a? + (PF — eAz)? + (PF —eAy)? + m2c?
+e?, (5.35)

wherea = 1 — 132 4+ my. Thuswe derive Hamilton's equations as follows.

§= ;THSG = ml'y;lz {é (PSC +P96GT1y—PyGT1:L’) —eAs},

= ;%G = miy {ﬂ {é (P5+Pfrly—Plea:) —eAs}
+PG—6A4

Y= BPG = mi'y { %{ PG+PGT1y PGTlil’) —eAs}
+PG eAy},

. OH 1 1
Pf:—g:m—,}/[—{E(PSG-FPCEGle—PyGTlm)_eAs}

1 dT3 dT2 g g g
_+_

l Pfﬂy-PGdTl _eaAs
Q ds v

Ex Os
e (PS - eA) 2o o (PG —ea,) X ] 22 (539)
PmG = —aa—H = 1 [— {l (PSC +PxG7'1y —PyGTll‘) — eAs}
T moy «
. {% (PE + PSriy — POriz) — —Pf 88‘15}
+e (PS _eA)aéi +e(PS —eA,y) %] —eg—i, (5:37)
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. 0H 1 1
G _ — G G G
B == = | (B8 PEmy = Pime) —ea

T2 G fel G Tl Ha 8As
{—g (Ps -f-Pz le—Py T1$)+EPI —€ay }
0A,

e (ch —eA,) By

where the abbreviation (Eq. 5.34) is used.

To verify the derivations, we check that Hamilton’s equations agree with previ-
ous results. It is shown easily that the first three equations agree with Eqg. (5.19).
The last three equations are shown to agree with Lagrange's equations (5.25),
(5.26), and (5.28). We have from Eq. (5.37)

. 1 T
Pf = —Evs {33 (PSG +Pf7’1y - PyGﬁ:n) - 7'1PyG}
N 0A, N 0A, 04, 0P
ev ev evy—— — e—
* Ox * ox Y ox oz
_ _3Tpe MY pe oo (— + 1) pe
a e

(0%, 04 | 04 | 04y
Noz " "o "or "or )
Expressing the equation in terms of the mechanical momentum ¢ rather than the

generalized momentum p¢ according to Eq. (5.30) and using Eq. (5.23), we have

dA, $
22 = IRyt eAL)a— (e + ATy + (b +edy) i)

Pz

5TIT3Y

(pz + eAm) +571 (% + ]-) (py + eAy)

0
— e£(<1> —vsAs — v Az —vyA4y)

Ovg Ov, Ovy
c (As% M +Ay%>

. 0
= —$(m3ps — TiDy) — e%(@ —g¢ AC)
which isin agreement with the first Lagrange equation (Eq. 5.25). The Hamilton
equation for y is similarly modified from (Eq. 5.38)

PO = TTpi 4 i (U ) pg - ST pa
(8% (8%
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oo oA, o4 o4,
Oy o oy * oy Yoy )

In terms of the mechanical momentum ', we have

dA, . 0 >
py + EW = _S(Tlpm - T2ps) - ea_y((P - ﬁo . Ao)v

and it agrees with the second L agrange equation (Eg. 5.26). Similarly, the Hamil-
ton equation for s is modified from Eq. (5.36)

- S dT3 dT2 fel s dT3 dT2 .dT1 aQ
pe =2 (B, 2 ) pe I 2 (0B, O 34y U pG
g < vt sy> S+{a< dsm+dsy>ﬁy Sdsy} ¢
s dT3 d’l’2 .dTl el
+ {‘a (‘%“ %y> ﬁ“%x}%
(0% oA, 04, 04,
ds ° 0s 95 Y 0s

In terms of the mechanical momentum ¢, it takes the form

d
it {(ps + eAs)a — (pe + eAe)Tiy + (py + eAy)Ti}
S dT3 d’l’2
=— 4+ —=y | {(ps + eds)a — (pz + eAs)T1y + (py + edy)miz}
« ds ds
$ dT3 dT2 ,dTl

+{E ( ds +d—y> le—SEy}(px +eA,)

$ dT3 dTQ ,dTl
+{_E ( o5 +d—y> T1.T+SE$}(py+€Ay)

0P

(9% 94,04, 04,
Os ¥ s * Os Y9s )’

and reorganization leads to

LA R LA
g(psa—pxﬁerpyﬁw)Jrsm {E X p L—{—sy [% X P L

—e 7 (Asa — A,y + Ayniz) — é(<I> —g¢ JC)] ,

Os

which agrees with the third Lagrange equation (Eqg. 5.28).
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5.1.4 Arc Length as an Independent Variable for the Hamiltonian

Asthe last step, we perform a change of the independent variable from the time ¢
to the space coordinate s. For such an interchange, there is a surprisingly simple
procedure which merely requires viewing ¢ as a new position variable, —H as
the associated momentum, and — P& as the new Hamiltonian, and expressing the
interchange in terms of the new variables, if thisis possible. Then the equations
are

dv  9(-PS) dy 8(—P%) dt 9(—P%)

ds ~ OoP¢ ’ ds 9P¢ ' ds  O(-H)’
dp¢ _ 9(=PF) dP7 _ 9(-Pf) d(-H) d(=P7)

ds or = ds oy ds ot

To begin, let us try to express —P¢ interms of ¢, z,y, —H, P, and P{’. From
Eq. (5.35), we obtain that
1 2
{E (PSG + PIGle — PyGﬁx) — eAs}
+ (PY —eA,)? + (Pyc —eAy)? + m?*c?
1

= —2(H — 6@)2.
C

Therefore,
(PSG + Pfﬁy — PyGTll‘ — aeAs)2

1
=a? {C—Z(H —e®)? — (PF —eA,)? — (PF —eA,)” — m202} :

Considering the case that A=0andzand y are small, we demand p s should be
positive (and stay that way throughout); it must also be remembered that o« > 0,
and hence the choice of sign is made such that

PS¢ = —PSmy + Pfﬁx + aeA,

1
+ a\/c_Q(H —e®)? — (P —eA,)? — (P — eAy)? —m?2c2.

Thus, — P& and hence the new Hamiltonian H ® is obtained as

H? = —PSG = Pfﬁy — PyGTlx — aeA;

1
- a\/c—2 (H — e®)? — (P —eA;)? — (PF — eAy)? — m2c2.
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Here, for later convenience, note that

1
\/0_2(H —e®)? — (PF —eA;)? — (P —eAy)* —m?2c?

1
=~ (P + Piny - Pjnz) - ed, = p,.

Then, the equations of motion are

dr _ 9(=PF) _
ds 0P my
N 1 a(PS —eA,)
\/c_2(H —e®)2 — (PS —eA,)? — (Pyc —eAy)? —m?2c?
dy _OCPY)
ds  9P¢ '
N 1 a(Py —eAy)
\/c_2(H —ed)2 — (PS —eA,;)? — (Pyc —eAy)? —m?2c?
dt _ d(=P7)
ds  O(—H)
1
ac—z(H — e(I>)

(5.39)

(5.42)

(5.43)

04,

dP% o(—P%) a 0A,
P e Pym - er3A; + ae o
— Tg\/%(H —e®)? — (PSY —ed,)? — (Pyc —eAy)? —m?2c?
c
1 o G 0A, G
c_2(H - e@)% — (Py —eA,) o (P —eAy)

Oz

— e

1
\/0_2(H —e®)? — (P —eA,)? — (PF — eAy)? —m2c?

0A,
Jy

dP;  9(-pP¢
dj =- (6ys ) = P9 +emA, + ae

)

(5.44)
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+ TQ\/l(H —e®)2 — (PS —eA,)? — (Pyc —eAy)? —m?2c?

2
1 0P a 0A: o 04,y
o = (H —e®) 3y (P —eA,) By (P, —eAy) By
1 )
\/0_2(H —e®)? — (P{ —eA,;)? — (PF —eAy)? —m?2c?
d-1) _ o-pS) _ |oa,
s ot | ot (5.49)
1 oo 04 DA,
B C—Q(H - e‘I’)E — (Py —eAy) o (P, _eAy)W
1
\/0_2(H —e®)? — (PF —eA;)? — (P —eAy)* —m?2c?

For the sake of convenience and checking purposes, we replace P, PyG, and H

by 5¢ using Egs. (5.30) and (5.35), with the help of Egs. (5.32) and (5.39). Then
we have from Egs. (5.40), (5.41) and (5.42)

d z

&y +al (5.46)
ds Ds

d

Yo nz+al (5.47)
ds Ds

dt ai (PY)? + m2c?

ds  ps c

We have from Eq. (5.43)

dp, =~ dA, 0A,
Is +e p (py +eAy)m —emsAs + aeE — T3Ps
e (pY)? + m2c? 0P 0A, oA,
—a— T —Pa o Py (s
Ds c Ox Ox ox

and organizing the expression using Egs. (5.23), (5.19), and (5.32) we find

ds+[TxP]$_e[ I ,é(‘)a:((I) 7 - AY)

. (5.48)

In asimilar way, we obtain from Eq. (5.44)

dpy

L A B TRl ) P
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and from Eq. (5.45)

dH 10 o o
@ "o @A)

This concludes the derivations of dynamicsin curvilinear coordinates. In par-
ticular, we have succeeded in deriving the equations of motion of a particle mov-
ing in an electromagnetic field in curvilinear coordinates, with the arc length s as
the independent variable. Moreover, we know that these equations of motion are
Hamiltonian in nature, which has important consequences for theoretical studies.

5.1.5 Curvilinear Coordinates for Planar Motion

As an application of the concepts just derived, we consider a particularly impor-
tant specia case, namely, the situation in which the reference curve stays in the
122 plane. This so-called two-dimensional (2-D) curvilinear system occurs fre-
quently in practice, in particular if the reference curve is an actual orbit and the
fields governing the motion have a symmetry around the horizontal plane. The ba-
sisvectorsin this 2-D curvilinear system can be expressed by the Cartesian basis
vectorsvia

€y = €3
€, = cosfé| — sin B¢,

€, = sin e, + cosbés,
where 6 depends on the arc length s, and its derivativeis denoted by 4, i.e.,

_ o)
T ods

h = h(s)
From Eq. (5.9), all the elements of the matrix O are determined as
R cosf sinf 0
O=| —sinf cosf 0 |.
0 0 1
Therefore, the antisymmetric matrix 7" of Eq. (5.11) has the form

. 4O cosf —sinf 0 —sinf-h  cosf-h O
T=0"-—=| sinf cos® O |-| —cos@-h —sinf-h 0

ds 0 0o 1 0 0 0
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Thus, the elements of 7" and hence 7 are given as
T1 0
7= p] = 0 y
73 —h

a=1—mz+mny=1+ hz.

finally, we have

The velocity expressed in this system is, from Eq. (5.19),

(vs) (é(l-{—hx))
¢ = Vg = T .
Uy i

Thus, the equations of motion expressed in this system are

dps
d Ds 0 Ds d(g
it Pz +5 Oh X Pz = d_tm — $hps
. b dp,
dt
[ 1 9
1+ hx Os
a [ s )
=el|——| A4, | — — (® -7
dt A or
4 0
: dy

Ayd/dt(~hz)
1+ hx
+ 0

0

+ shp,
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Furthermore, the equations of motion after space-time interchangein this system

are, from Egs. (5.48) and (5.49),
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dx

—B,|.
ds °

1
=e gEy + (1 + hz)B, —

Here, £, , . and B, , s are the electric and magnetic field componentsin the z,
y, and s directions, respectively.

It is customary to express the equations of motion in terms of the normalized
coordinates a = p,/po and b = p,/po, Where py is a reference momentum.
Expressed in these coordinates, the complete equations of motion take the form

dx a

— =(1+hx 5.50
& ) V(P/po)? — a? —b? (550
dy b

=1+ hz 5.51
75 = ) N (5.51)
f@—h-J(/)L—?—@+f-1E-+@B-—u+h)B (5.52)
ds b/Po “ po |$ © ds ° ) By '
db e [1 dx

—=—|-E, — —B; 1 B, .
ds o |00 T ds + (14 hz) ] (5.53)

5.2 EQUATIONS OF MOTION FOR SPIN

The equation for the classical spin vector S of a particle in the electromag-
netic field is generally assumed to have the form of the Thomas-BMT equation
(Thomas 1927; V. Bargmann, Michel and Telegdi 1959):

%:Wxsi (5.54)
where the vector W is given by
. . G F-B) . 1 1 . =
=——{(1 B - - — | —=pxE
W {( +7G) 57 m202p G+1+7 mc2p><
(5.55)

Here, G = (g — 2)/2 quantifies the anomalous spin g factor, 7' is the kinetic
momentum of the particle, and thetime ¢ is the independent variable.

A careful analysis reveals that the above formula perhaps poses more ques-
tions than it answers, because its detailed derivation hinges on several assump-
tions. First, the equation should be relativistically covariant; it should reduce to
the proper nonrelativistic equation in the rest frame of the particle; and it should
be linear in the field. While these assumptions appear plausible, caution may a-
ready be in order because the orbital motion of the particle in the field is aso
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accelerated, perhaps opening the door for the requirement to treatment in gen-
eral relativity. But many further assumptions are necessary, including that spinis
described by a four-vector (and not connected to a tensor like the magnetic field
it represents), about the maximal orders of dependencies on four-velocities, and
the preservation of various products of four-vectorsand tensors. For some details,
refer to (Thomas 1927; V. Bargmann and Telegdi 1959; Parrott 1987; Rohrlich
1990). Some of the complexities of the arguments are illuminated when compar-
ing the results stated in the first and second edition of (Rohrlich 1990). While
Eq. (5.55) seems to agree well with experimental evidence, its deep theoretical
foundations at this point appear rather unclear and worthy of further study.

If we expressthe motion in curvilinear coordinates (s, z, y) with arc length s as
an independent variable as in EQ. (5.2), the spin motion equation (Eq. 5.55) takes
theform

dS o o
@ 3 % 8, (5.56)
ds
where
W* = (1 — 132 + 1oy) L Wi
S
W = -1 + (1 — 732 + Toy) L W,
S
W =75+ (1 — 732 + Ty) ”;’y W,; (5.57)

here (W, W, W) are the components of the vector W expressed in the new
variables (s, z,y), ps is the longitudinal kinetic momentum, 75 and r» are the
curvaturesin the z and y directionsintroduced in Eq. (5.12), where 7, is assumed
to be zero.

For further discussion, it is useful tointroducethe matrix W (Z) , whichis made
from the vector 1W*(Z) via

A o —wy W
wE=( wy o -wr |. (5.58)
-Wr Wr 0

Note that the matrix 1/ is antisymmetric and, using 1, the spin equations of
motion can be written as

S _w.g (5.59)
ds

The particular form of the equation of motion (Eg. 5.56) entails that the solu-
tion aways has a particular form. Because the eguations of motion are linear in
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the spin, the final transformation of the spin variables can be described in terms
of a matrix that depends only on the orbital quantities. The orbital quantities
themselves are unaffected by the spin motion, such that altogether the map has
theform

{ Zp = M(Zi, 5), (5:60)

S;=A(%,s)- S

The special cross product form of the spin motion imposes a restriction on the
matrix A in that the matrix is orthogonal with determinant 1,i.e., A(2) € SO(3),
and A () satisfies A*(2) - A(2) = I and det(A(2)) = 1. Wewill demonstrate this
using similar arguments as presented in Section 1.4.7 in the proof that flows of
Hamiltonian systems are symplectic. Let usconsider an ODE d/dt 7 = W(t) T
where the n-dimensional matrix ¥ is anti symmetric. Since the equationis linear,

so is the flow, and we have
7(t) = A(t) - 7%, (5.61)
where A is the Jacobian of the flow. Define
P(t) = Al(t) - A(t). (5.62)

Initially, P equals the identity, and so P(to) = I. The equations of motion entail
that the motion of the matrix A can be described by

d - .
ZA() =W - A), (5.63)

which in turn entails that
iﬁ(t) = i(fit(t) CA) =AW A4 AL WA
dt dt
= At (-W)-A+ AL W -A=0. (5.64)
This entails that one solution of the ODE for P(t) that satisfies the necessary
initial condition P(tg) = [ is
P(t) = I forall t. (5.65)
However, because of the uniquenesstheorem for differential equations, thisisalso

the only solution, and we have proved what we wanted to show. We now consider
the determinant of the matrix. Because 1 = det(P(t)) = det(A(t) - A(t)) =
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det(A(t))?, we havedet (M) = 1. However, since A and hence det (A) depend
continuously ontime and det(A) = 1 for ¢ = to, we must have that

det(A) = +1. (5.66)

Therefore, A € SO(n), as we wanted to show.

The practical computation of the spin-orbit map can be achieved in a variety
of ways. Conceptually, the simplest way is to interpret it as amotion in the nine
variables consisting of orbit and spin described by the orbit equations as well as
the spin equations (Eqg. 5.56). In this case, the DA method allows the computation
of the spin—orbit map in two conventional ways (see Section 5.4), namely, viaa
propagation operator for the case of the s-independent fields, such as main fields,
and viaintegration of the equations of motion with DA, as described in Chaper 2,
Section 2.3.4. However, in this simplest method, the number of independent vari-
ablesincreases from six to nine, which particularly in higher orders entails a sub-
stantial increase in computational and storage requirements. This severely limits
the ability to perform analysis and computation of spin motion to high orders.

Instead, it is more advantageous to keep only six independent variables but
to augment the differential equations for the orbit motion by the equations of the
orbit-dependent spin matrix which have the form

Al(2) =W (2)- A®2). (5.67)

If desired, the SO(3) structure of A can be used to reduce the number of ad-
ditional differential equations at the cost of slight subsequent computational ex-
pense. The most straightforward simplification results from the fact that since
orthogonal matrices have orthogonal columns and their determinant is unity and
hence the orientation of a Dreibein is preserved, it follows that the third column
of thematrix A (2) = (4, (%), A5(2), A3(2)) can be uniquely calculated via

[1'3(2‘) =4, (2) x 4, (2). (5.68)

Thus, in this scenario, only six additional differential equationswithout new inde-
pendent variables are needed for the description of the dynamics. For the case of
integrative solution of the equations of motion, which is necessary inthe case of s-
dependent elements, these equations can be integrated in DA with any numerical
integrator.

However, for the case of main fields, the explicit avoi dance of the spin variables
in the previously described manner is not possible since, for reasons of compu-
tational expense, it is desirable to phrase the problem in terms of a propagator
oper ator

> . (5.69)

Uy 2y

N
Aty

) =espias-Lp) (
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Here, L = F -V is the nine-dimensional vector field belonging to the spin—
orbit motion. In this case, the differential vector field L ; describes the entire
motion including that of the spin, i.e., d/ds(Z, S) = F(%,5) = (f(2), W* x S).
In particular, the operator L ;: contains differentiation with respect to the spin
variables, which requires their presence. Therefore, the original propagator is not
directly applicable for the case in which the spin variables are dropped and has
to be rephrased for the new choice of variables. For this purpose, we define two
spaces of functions g(Z, 5) on spin—orbit phase space as follows:

7. Space of functions depending only on 2
S: Space of linear formsin S with coefficientsin Z

Then, we havefor g € Z,
Lig=(f'-Vet (W-9)Vg) g=-Veg=Lsg, (5.70)

and in particular, the action of L ; can be computed without using the spin vari-
ables; furthermore, since fdepends only onzZ,wehave L g € Z. Similarly, we

havefor g = |ay, as, as) ZZJ 1@j 55 €S,

L |la1,az,a3) = (ft-Vz+ (W - §) (Zaj )

3

3
Z _’ S+ZSWI€]0/I€

j=1 J.k=1
3 3
= Lf~a1 + ZWklaka LfT‘G/Q + ZWkQGk ,
k=1 k=1
3
Lyas+ > Wkgak> , (5.71)
k=1

and in particular, the action of L  can be computed without using the spin vari-
ables; furthermore, L 5 | a1,a2,a3) € S. Thus, Z and S areinvariant subspaces
of the operator L ;. Furthermore, the action of the nine-dimensional differential
operator L ;; on S isuniquely described by Eq. (5.71), which expressesit in terms
of the six-dimensional differential operator L ~ This alows the computation of
the action of the original propagator exp(As - L ) on the identity in R, the
result of which actually describes the total nine-dimensional map. For the top six
lines of the identity, note that the components are in Z, and hence the repeated
application of L z will stay in Z; for the bottom three lines, those of the identity
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map arein S, and hence the repeated application of L ; will stay in S, alowing
the utilization of the invariant subspaces. Since elementsin either space are char-
acterized by just six-dimensional functions, exp(As - L ) can be computed in a
merely six-dimensional differential algebra

To conclude, we note that for the problem of composition of maps involving
spin, in the formalism outlined previously we observe that when composing the
maps (M o, A1 5) and (Ma 3, Ay 3), it is necessary to evaluate A 3 at the in-
termediate position M » before multiplying the spin matrices. Altogether, we
have

Miz=MszzoMiy
A13(2) = Az 3(M12(2)) - Ar2(2). (5.72)

5.3 MAPS DETERMINED BY ALGEBRAIC RELATIONS

The most straightforward methods for the determination of mapsin the neighbor-
hood of the reference tragjectory through Taylor expansion are applicable where
the motion under consideration is determined merely by algebraic eguations.
These cases include lens-based light optics, the motion in magnetic dipoles, and
an approximation frequently used for high-energy accelerators based on drifts
and kicks.

5.3.1 Lens Optics

Lens optics represents the special case of light optics in which the system under
consideration consists of an ensemble of individual glass objects g; with index of
refractionn;, separated by drifts of length 7;. It thus representsthe practically and
historically most important case of the general optical problem, whichisdescribed
in terms of an index of refraction n(zx, y, z) that is dependent on position and that
affects local propagation velocity viav = ¢/n(z,y, z). The motion is described
by Fermat’sprinciple, which statesthat the light ray between two pointsfollows
the fastest path. The general problemisdescribed interms of Lagrange equations
with the Lagrangian

b=nten e () 4 () 57

As a consequence of Fermat’s principle, light rays follow straight pathsin re-
gions where the index of refraction is constant. On the other hand, at transitions
between regionsin which theindex of refractionis constant, the direction of travel
of the light ray changes as dictated by Snell’s L aw of refraction.
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FIGURE 5.4. A glass lenswith spherical surfaces.

The most common glass element is the lens shown in Fig. 5.4. In the most
genera case, the left and right surfaces of the glass lens are given by functions

Sy (z,y) and Sy (z,y), (5.74)

describing the shape of the surface relative to the so-called entrance and exit
planes. Frequently, the surfaces .S; and S» are spherical.

The motion of aray is completely determined by the ray-tracing scheme, in
which the ray is propagated until it hits a transition surface, then refracted fol-
lowing Snell’s law, then propagated to the next surface, and so on. In the case of
spherical lenses, the intersection with the next surface can usually be calculated
in closed form. In the case of a general surface S(x,y), theray is usually prop-
agated to the plane tangent to S at (z,y) = (0, 0). Denoting its position in this
planeby (z.,y,), itsdistanceto thelensis given approximately by S(z ., y,), and
the particle is propagated along a straight line by this distance. Its new positions
(x,,y,) are determined, and the method is iterated until convergenceto sufficient
accuracy is obtained.

To determine the map of such a glass optical system, one merely has to rec-
ognize that the ray-tracing scheme provides a functional dependence of fina
conditionson initial conditions and parameters, and to eval uate the entire scheme
within DA utilizing Eg. (2.96).

As an example of the approach, we calculate nonlinearities of the map of the
Kitt Peak telescope (Wynne 1973) up to order 13. To illustrate the effects, we
plot the focal point positions of an ensemble of parallel rays of an angle of 20
minutes of arc, striking the main mirror at different positions. The results are
shown in Fig. 5.5. Apparently, the telescope is designed so that fifth-order terms
help compensate third-order terms. Going from fifth to seventh order then shows
an increase in spot size, apparently because seventh-order terms have not been
corrected. Going from seventh to thirteenth order does not result in additional
effects, suggesting that for the rays selected, the device is well described by order
seven.
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FIGURE 5.5. The effects of nonlinear aberrations on a parallel bundle of rays in the Kitt Peak
telescope. Shown are orders 3, 5, 7, and 13.

5.3.2 The Dipole

Another case where the map of a system is uniquely determined through mere
geometric relationshipsis the motion in a dipole magnet with a uniform magnetic
field. The general shape of such a magnet, the reference trgjectory, and a particle
trajectory are shown in Fig. 5.6.

Analytic computation is possible, because charged particles experience aforce
in the plane perpendicular to thefield direction, which producescircular motionin
the projection on that plane, which we call the z—s plane. In the direction parall€el
to the homogeneousfield, no force is produced and the particles perform aforce-
free drift in that direction.

We arelooking for the map which relates canonical particle optical coordinates
Z; infront of the magnet to the final coordinates 2’y behind the magnet. Theinitial
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FIGURE 5.6. An example dipole for which the transfer map can be computed analytically, when
fringe fields are neglected.

planeis denoted by s; and thefinal plane by s . The entrance curve of the magnet
relative to the entrance plane is given by the function f;(x) and the exit curveis
described by the function f;(z). The projected motion through the magnet can
therefore be given by successively computing three separate parts of the motion:

1. motion onalinefrom s; to the curve f;
2. motion on acirclefrom f; to f
3. motiononalinefrom f; to s;.

Sincethe analytic solution is based on the geometry of the motion, wefirst have
to transform from canonical coordinate z'; to geometric coordinates Z; containing
positions and slopes. After that, the trgjectory can be determined analytically by
straightforward geometry. Finally, the geometric coordinates ' ; haveto be trans-
formed back to the canonical notation 2’;.

As an example for the analytical calculation of high-order maps of bending
magnets, we consider the aberrations of the so-called Browne-Buechner magnet.
It consists of a single dipole magnet with a deflection angle of 90°. The entrance
and exit pole faces are not tilted, but rather curved with a radius equal to the de-
flection radius. Therefore, the resulting dipole can be made from asimple circular
magnet. The layout of a Browne-Buechner magnet is shown in Fig. 5.7.

The magnet is usually preceded and followed by equal driftsto obtain horizon-
tal imaging, i.e., to make the final coordinatesindependent of initial directionsin
linear approximation. According to Barber’s rule, this requires the drifts to have
alength equal to the deflection radius R. It has been shown by basic yet elaborate
geometrical arguments that this geometrical layout entails that al second-order
geometric aberrations in the z—s projection vanish, which is very helpful for im-
proving the resolution of the device (see Chapter 6, Section 6.3.1).

DA methods can now be used to obtain the high-order map of the system. To
this end, we perform the various steps of the geometric cal culations to determine
the position of the particle as a function of the initid (z, a) coordinates. Similar
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FIGURE 5.7. The layout of a Browne-Buechner magnet, showing the circular geometry of the
pole faces, and the target and focal drifts.

to the previous section, they are merely evaluated with DA following Eq. (2.96)
to obtain as many high-order derivatives as desired.

Table | shows the resulting aberrations for both position and angle in the fo-
cal plane to fifth order. The calculation has been performed for a deflection ra-
dius of 1 m; since this deflection radiusis the only free parameter, and obviously

TABLEI
ABERRATIONS OF UP TO ORDER FIVE OF THE BROWNE—BUECHNER MAGNET. ALL
SECOND-ORDER ABERRATIONS VANISH.

(g |z ai’) (aslzi” a;*)
—1.000000000000000  —1.000000000000000
—0.500000000000000  —1.000000000000000
—2.000000000000000  —0.500000000000000
—3.000000000000000  —1.000000000000000
—2.000000000000000  —1.000000000000000
—0.375000000000000 0.000000000000000
—2.750000000000000  —0.125000000000000
—8.000000000000000  —1.000000000000000

—12.500000000000000 —2.500000000000000
—10.750000000000000 —3.000000000000000
—4.500000000000000  —1.750000000000000

~

8
~

2
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the whole geometry scales with it, this device is representative of all Browne—
Buechner magnets.

It is possible in principle to compute analytical formulas for the aberrations of
higher orders by differentiating the anaytical formulas relating final coordinates
toinitial coordinates. However, dueto the complexity of theformulas, this quickly
leads to cumbersome expressions. The use of DA, on the other hand, allows the
calculation of higher-order aberrations as effortlesdy as did the plain numeric
evaluation of formulas with numbers, except for an increase of computation time
and storage requirements.

To illustrate this point, we computed all aberrations of the Browne-Buechner
magnet up to order 39. The results are shown in Table |1, where for reasons of
space, we restrict ourselves to the opening aberrations of theform (z,a ™).

All aberrations of even order vanish. Furthermore, the aberrations have a ten-
dency to be quite benign, and there is much interesting asymptotic behavior,
whichis aso exemplifiedin Tablell.

TABLEII
ABERRATIONS OF UP TO ORDER 39 OF THE BROWNE—BUECHNER MAGNET. FOR REASONS OF
SPACE, WE LIMIT OURSELVESTO THE SO-CALLED OPENING ABERRATIONS (z, d").

(z7]af) n
—1.000000000000000

1
—.5000000000000000 3
—.3750000000000000 5
7
9

—.3125000000000000

—.2734375000000000

—.2460937500000000 11
—.2255859375000000 13
—.2094726562500000 15
—.1963806152343750 17
—.1854705810546870 19
—.1761970520019532 21
—.1681880950927736 23
—.1611802577972413 25
—.1549810171127320 27
—.1494459807872773 29
—.1444644480943681 31
—.1399499340914191 33
—.1358337595593185 35
—.1320605995715597 37
—.1285853206354660 39




MAPS DETERMINED BY DIFFERENTIAL EQUATIONS 201

5.3.3 Dirifts and Kicks

The method of kicksand driftsis an approximation for the motion through particle

optical elements that is often employed in high energy accelerators, and often

yields satisfactory results. To this end, the motion through the element under con-

sideration that is governed by the ODE d(z, y, d, a, b,t) /dt = f(z,y,d, a,b,t) is
assumed to begin with a drift to the middle of the element of length L, followed

by akick changing only momentaand given by

Aa=1L- fa(l',yyd)a’bﬂ:)
Ab =1L fa(xayadaaabv t)7 (575)

and finally conclude with another drift to the end of the element. The accuracy of
this approximation depends on the actual amount of curvature of the orbit; if each
element effects the motion by only a very small amount, then the force on the
particle is reasonably approximated by the force experienced by a particle merely
following a straight line. By evaluating the force in the middle of the trajectory,
any variation over the course of the straight line is averaged out to some degree.

Apparently, the simple kick model described by Eq. (5.75) leads to a relation-
ship of final coordinatesin terms of initial coordinates by a sequence of elemen-
tary operationsand functions, and, viaEqg. (2.96), allows the computation of maps
of the approximated motion to any order of interest.

5.4 MAPS DETERMINED BY DIFFERENTIAL EQUATIONS

For maps determined by differential equations, the DA methods introduced in
Chapter 2 alow the determination of high-order nonlinearities in a convenient
and rather straightforward way. DA methods can be used to construct algorithms
that allow the computation of maps to arbitrary orders, including parameter de-
pendence and arbitrary fields. In this section we outline various approachesto this
goal, based both on conventional ODE solvers and on new algorithms intimately
connected to the differential algebraic framework.

5.4.1 Differentiating ODE Solvers

Intuitively, the most direct method for obtaining Taylor expansions for the flow
of an ODE is to recognize that a numerical ODE solver describes a functional
dependency between initial conditions and final conditions. Thus, by replacing
al arithmetic operationsin it by the corresponding onesin the differential algebra
Dy, We readily obtain the derivatives of order n in the v initial conditions.
While this method is practically straightforward and very robust, several com-
ments and cautions are in order. Firgt, if the step sizes in the original integration
scheme are chosen to be sufficient to obtain the final conditions with sufficient
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accuracy, this does not necessarily guarantee any accuracy of the derivatives
obtained by this approach. In fact, in most practical cases we observe that the ac-
curacy of the derivatives decreases rapidly with order. One straightforward and ro-
bust way to circumvent this problemin practiceisto utilize an integration scheme
with automatic step size control, where the norm utilized in the accuracy control is
replaced by the corresponding normin Eq. (2.68). In this way, the automatic step
size control assuresthat all derivativesin the componentsof the DA vector are de-
termined with suitable accuracy. While this leads to a straightforward a gorithm,
it often entails significantly smaller step sizes than in the original algorithm, but
is unavoidablein order to obtain accurate derivatives.

Anocther practical difficulty arises when parts of the functional dependencies
in the integration scheme are not differentiable. This situation, that often arises
when direct use of measured field datais made, can sometimes lead to very inac-
curate or even wrong values for higher derivatives, unless suitable precautionsare
taken, asin the representation of the field by the smooth model in Eq. (3.20).

Altogether, the method is robust and straightforward to implement, but has
potential pitfalls. Furthermore, its computational expense is proportional to the
expense of the original integrator times the computational expense for the ele-
mentary DA operations, and for high orders and many variables can become sig-
nificant. It has been implementedin the code COSY INFINITY (Berz 1997a; et al.
) as well as a number of other recent codes (Yan 1993; Yan and Yan 1990; van
Zeijts and Neri 1993; Michelotti 1990; Davis, Douglas, Pusch, and Lee-Whiting
1993).

5.4.2 DA Solvers for Differential Equations

Besides differentiation through the numerical integrator, the various DA-based
ODE solvers discussed in Section 2.3.4 often represent significant advantages.
The agorithm based on fixed-point iteration (Eg. 2.115), a natural approach
within the DA framework, can outperform the integrator discussed in the previ-
ous section in speed, especially for ODEs for which the right-hand sides consist
of alarge number of arithmetic operations. Similar to the previously discussed
integrators, it offers straightforward step size control via the use of the DA norm
(Eq. 2.68).

For autonomous systems, which occur, for example, in themain field of particle
optical elements, the use of the propagator (Eq. 2.120)

oo ti-L;’F
Zf:Z i! A
i=1

is particularly suitable. In this case, the right-hand side f has to be evaluated
only once per step, and each new order in the power series requires only the
application of the derivation operation and is hence only a small multiple of the
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FIGURE 5.8. The fringefield region of an optical element with effective edge at . For com-
putational purposes, effects of the s dependent field are usually concentrated in a map of length zero
sandwiched between a pure drift map up to sp and a main-field map beginning at sp.

cost of evaluation of f Therefore, this method is most efficient at high ordersand
large time steps. In the COSY INFINITY code, step sizes are fixed and orders
adjusted dynamically, typically falling in a range between 25 and 30. Altogether,
the DA-based ODE solvers are the main integration toolsin the COSY INFINITY
code (Berz 19973; et a. ) and represent the method of choice where applicable.

5.4.3 Fast Perturbative Approximations

In the following, we develop fast approximate methods for the computation of
maps for which the use of the autonomous solver is not applicable, and which
would otherwise require more time-consuming approaches. The tools are pertur-
bative in that they are applicable for various systems near a reference system to
be specified. In particular, the method alows efficient treatment of fringe field
effects.

Because of the simplifications available for autonomous systems, the effect of
a particle optical device is represented traditionally by a field-free drift and a
main-field region. If effects of the s dependent parts of an element, so called
fringe-field effects, are considered, they are represented by a fringe-field map,
which is sandwiched between the drift and the main-field map at the position s .
Hence, the fringe-field map consists of a negative drift to the region where the
field vanishes, the map through the varying field, and the application of an inverse
main-field map back to sy as shownin Fig. 5.8. So the fringe-field map represents
the necessary correctionsto the simple step function field model described by

By (Jf, Y, S) = (5.76)

=

. B(z,y,sm) forsinthemainfield

0 for s outside the main field ’
where s,,, describesthe center of the main field. The abrupt change of thefield in
this model of course violates Laplace's equation and cannot therefore represent
a physical system. To describe a realistic system, the main-field map must be
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composed with fringe-field maps, which describe the connection of the main-field
to thefield-freeregion outside the element. As outlined in the previous section, the
main-field map of optical elements can be computed more easily than that of the
fringefields; the situation is similar in older low-order codes utilizing analytically
derived formulas (Matsuo and Matsuda 1976; Wollnik 1965; Brown 1979a; Dragt,
Healy, Neri, and Ryne 1985; Berz, Hofmann, and Wollnik 1987).

As mentioned previously, the fringe-field map 17 7 isdefined asacorrectionto
be inserted at the edge of the element, which can be formalized asfollows. Let s
denote the effective field boundary at the entrance of the element, s _ a position
so far before the optical device that the field can be neglected, and s - a position
so far inside the element that E(m, y,s) changes very little with s. Let the map
J\Zl'mf,sﬁs+ describe particle motion through the main field given in Eq. (5.76)
from the effective field boundary to s ... The fringe-field map is constructed in
such away that adrift D,_ _s, Trom s_ to the effective field boundary composed

first with M ; and then with M., 5,5, Yieldsthe transfer map M, _,,, from
s_tosy:

M87*>S+ = _’mf,50~>s+ o Mff o D’s,—)so . (577)
Hence the fringe-field map has the form

Mff:M_l O]\;js__>3+0ﬁ ! . (578)

mf,s0—+54 S_—So

Computing fringe-field maps requires the computation of the map M, s 4

of a system where E(x, ¥, s) and, hence, the differential equation depends on
s. While the resulting computational effort is substantially greater, ignoring the
fringe-field effects unfortunately leads to substantial errors in the nonlinearities
of the element.

The importance of fringe fields becomes apparent when realizing that many
nonlinear properties of an electric or magnetic field are due to the dependence
of the field on s, as seen in EqQ. (3.9). Many nonlinear contributions arise only
because of the non-vanishing s derivatives. However, the functions involved and
also their derivatives can be quite complicated; one frequently used model isthe
so-called Enge function, which has the form

1
~ 1+exp(bro +bri(s/a) + bpa(s/a)2+...) "

E(s) (5.79)
in which a is the aperture of the device under consideration, and b ; are real
coefficients modeling the details of the field's fall-off.

A careful treatment of fringe-field effects is imperative for a detailed study of
nonlinear effects, and the advantages of very fast DA evaluation of propagators
can be used most dramatically with efficient fringe-field approximations.

Any approximation for such fringe-field effects should satisfy variousrequire-
ments. It should:
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1. lead to order n symplectic maps
2. represent the s dependent element well for awide range of apertures
3. beusablefor arbitrary orders.

The simplest approximation, already described, is SCOFF, where s dependent
fields are simply ignored. As illustrated previously, this method strongly vio-
lates the accuracy requirement and point 2. The impulse approximation (Helm
1963) used in the code TRANSPORT (Brown 1979a) violates points 2 and 3, and
the method of fringe-field integrals (Hartmann, Berz, and Wollnik 1990; Woll-
nik 1965) used in the computer code GIOS (Wollnik, Hartmann, and Berz 1988)
violates points 1 and 3.

The general problem is to determine the transfer map of interest for a beam
with reference particle of energy E, mass m, and charge ¢ in amagnetic or elec-
tric particle optical device. The device is characterized by a size parameter A4, a
reference field strength F', and, possibly, additional parameters 5. Thus, the task
isto find the transfer map

-

MEmaAF (2 §) (5.80)

that will be achieved by relating it through a sequence of transformationsto a suit-
ably chosen previously computed and stored reference map. The SY SCA method
(Hoffstatter 1994; Hoffstatter and Berz 1996b) outlined in the following relies on
two different scaling mechanisms, one based on geometric observations, and the
other relying on the linear relation between rigidity of a particle and the field.

The first scaling method used in the determination of the map of a general
element is based on a simple geometric observation. Assume a certain space-
dependent field and an orbit through it are given. If the geometry of the field is
scaled up by a factor o and, simultaneously, the field strength is scaled down by
the factor «, then the original orbit can be scaled up by the factor o along with the
geometry of the device. The reason for this phenomenon is that the momentary
radius of curvature of the orbit, which is geometric in nature, is inversely propor-
tional to thefield, which follows directly from the Lorentz equation. If atrajectory
described by z(t) and p(t) satisfies

A (dE 5o o
then ascaled trajectory X (¢) = ai(t/a) and P = j(t/a) satisfies
a@_, <d_X < ég(X/a) + éE()?/a)) . (5.82)

A limitation to this approach is that the shape of thefield is not only determined
by the geometry generating it, but also by possible saturation effects that depend
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A
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FIGURE 5.9. If the size of an element is scaled by a factor « and simultaneously the strength of
thefield is scaled by afactor 1/, then coordinates of particle tragjectories scale with the factor «.

onthestrength of thefield. Thislimitsthe allowed factor « to asize wherechanges
of saturation can beignored.

It is also important to note that once the ratio of length to aperture of a device
exceeds a certain minimum, the exact shape of the fringefield isamost unaffected
by the actual length of the device. Therefore, for the treatment of fringe fields, in
good approximation the aperture of the element can be used as size parameter A.

For the actual use of the method, it is important to observe that only geomet-
ric quantities associated with the particle, like positions, slopes, and lengths of
trajectories, scale with the geometry, while the canonical momenta do not scale
properly. Thus before scaling it is necessary to transform the map to purely ge-
ometric coordinates like those used in the TRANSPORT code (Brown 1979a).
The transformation between these two sets of coordinates depends on the energy
Ey and the mass m, of the reference particle, and is denoted by T'(Ey, mq). The
coordinates are denoted by Z'g, = (z,a,y,b,0g,7) and z,, = (z,2',y,y',1,5,)
and the transformation is given by

r = Y y: )
(p%)?,_a2_b2 /(p%)?'—cﬁ—b?

2
1=1-2 +’70(T_Ti)+<ﬂ—1>s,
vo

\/(EO(]. + (5E))2 + 2E0m02(1 + (SE)
Poc

5, = -1, (5.83)

which has theinverse

) =)
o=|—| ———, b=|— ) ———,
Po (1+x’2+y’2 Po 1—|—.r’2—+—y’2
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_ vo 1+ no v
T=T;— — I-Li—-(——-1)s],
v 24+ Vo

V(poc(L +9,))? + (me?)? — me?
Ey

op = ~1. (5.84)

The change of coordinates can be performed conveniently to arbitrary order in
DA following Eg. (4.5). It is worthwhile to point out that in order to perform
the transformation, the knowledge of the total arc length s of the system under
consideration as well as the mass and energy of the reference particleis required;
thus, these quantities have to be stored along with the reference map. In geometric
coordinates, the map S, performing the scaling is characterized by

To =T10, Y2 =1, lo=la, (5.85)
Ty =T, Yy =Yi,  Op2 = Opi;
if there are any parameters §, their scaling behavior must also be considered.
The geometric scaling thus allows expression of a map that is associated with
thesizescale A, interms of astored reference map whosesizescaleis A* = a- A.
Thisis accomplished by the transformations

= — =

MPmaFEA Gz, 8 =T o §7 o T o MPem A F/a(z, §YoT 108, oT.

(5.86)
Since the stored reference map has to be evaluated at F'/«, it is clear that the
reference map has to be known as a function of the field strength.

The next step isto transform the properties of thereferenceparticleto those
stored in the reference file. To this end, the rigidity y of the reference particle of
interest is computed and compared to that of the stored map x *; since electric
and magnetic rigidities depend on the quantities E, ¢, m in different ways, this
requires that electric and magnetic fields not be present simultaneously. In the
following, we discuss the case of the magnetic field in detail and only briefly
mention the electric case. Let 5 = x*/x be the ratio of the rigidity associated
with the stored map and the map under consideration. Because of vp’ = v/ x B,
a simultaneous scaling of magnetic rigidity and magnetic field has no influence
on the orhit, we have M Z-m-a-A™F/a(z 5y = NJE"m"a"A"F-3/o(z ) The
change of atrgjectory induced by arelative energy deviation ¢ g depends on the
energy F of the reference particle. This cannot be true, however, for ¢ ,. Due to
the scaling law for magnetic rigidity, a relative momentum deviation 6 ,, creates
the same changes in a trajectory, no matter which reference momentum p is used.
Thus, the full transformation to the reference map is obtained as

ME,m,q,A,F(gE, 5-’) — T’*l(E, m) ° S’;l ° (587)

(F(E",m™) 0 FZ" 0™ A (20 5 F) o T (B, m* )} p_p.5/a © Su 0 T(E,m).
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Besides the dependence of the original map on the parameters 5 , its dependence
onthefield F' hasto be known. While the exact dependence of the map onthefield
isusually difficult to obtain, the DA method conveniently allows determination of
the expansion in terms of the field strength.

For an electric field of strength F' the trgjectory does not change if the quantity
Fq/v, doesnot change, dueto vp’ = qE. Therefore, TRANSPORT coordinates
Z, with ¢, are not appropriate but §,, must be used, which denotes the relative
deviation of vp from the corresponding value for the reference particle.

Even though this expansion can be obtained to rather high order, it till rep-
resents a source of errors, and hence a study of the influence of these errorsis
warranted. The first question is that of the accuracy of the expansion; for this
purpose we analyze the range of values the quantity

F=F- A (5.88)

«

can assume; this establishes how far away from a chosen expansion point the
extrapolation will have to be made. However, as it turns out, the quantity F has
arather simple geometric meaning. Note that both in the process of size scaling
and in the process of rigidity scaling, thetotal deflection of a particletransversing
the field at the aperture is not changed. Thus, the quantity F' plays the role of a
universal strength parameter.

The other important consideration in the process of approximating the field
dependence in terms of an expansion is the question of symplecticity. Even if
the errors produced by inserting into the truncated polynomial are minor, without
additional considerationsthey violate the symplectic symmetry of the map.

This problem can be avoided by storing a symplectic representation of the
map. For the nonlinear part of the map, it appears advantageous to choose a one-
operator flow representation (Eq. 4.79) using the pseudo—Hamiltonian, which
can be determined from the map

M (5,5, F) = L(5, F)ePGedF): | (5.89)

On the other hand, for the linear part this representation just contains the lin-
ear matrix in ordinary nonsymplectic form. To preserve the symplecticity of the
linear part, it is advantageous to represent it in terms of a generating function
(Eg. 4.81), which again can be conveniently calculated from the map.

There are a variety of ways to extend the method of symplectic scaling. First,
note that the required knowledge of the dependence of the map on arelative field
change 6 can be indirectly obtained from the conventional map itself. To this
end, we can express the chromatic dependence of the map, not in terms of the
conventional energy deviation 6 i, but in terms of the momentum deviation 6,
and substitute

WA (3, 5) = T(E,m) o P44 (@2 y,y',1,8,/(1+ 61))
(5.90)
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This observation is particularly useful for the practical use of the method since it
does not require any special setup to determine the stored map.

Similarly, the two scaling properties can be used to compute the map’s depen-
dence on a relative change of aperture § 4, mass 6,,, and charge J,. Therefore,
no specia parameters § have to be introduced to compute these dependencies
if they are desired, and we write the most general parameter dependent map as
MEmaGAF (25 8 8,064,604, 08).

Another possible extension is the use of the parameters § for the descri ption of
other degrees of freedom of the field under consideration. These could include de-
tails about the fall off, or about the geometric form of the effective field boundary.
Thelast topicis of great practical importance and can a so be treated conveniently
by rotating the fringe-field map of a wedge dipole appropriately, as discussed in
the following.

Finaly, for practical considerations it is sufficient to store only maps of en-
trance fringe fields. Given the entrance fringe field map L o (exp(: P :)%), the
exit fringe-field map is described by the reversed map in (Eg. 4.8). In addition,
if arepresentation approximates maps of 2v poles with fields close to B, then a
rotation by an angle of 180/v° allows approximations close to the field —B.

To avoid the computation of areference file for different possible edge angles
and curvatures, afurther approximation is used. The effect of the edge shape is
approximated by first applying the fringe-field map of a straight edge dipole, and
then taking curvatures up to second order into account analytically. Higher-order
curvatures are evaluated with nonlinear kicks.

The following table demonstrates the applicability of this approximation. We
used adipole of radius 2 m, abend angle of 30 °, and an aperture of oneinch. The
Taylor coefficients (a, za) and (z, zaa) were computed with SY SCA (left) and

angle (a,za)m
5° | —0.1360314E— 02 | —0.1368305E — 02
10° | —0.7231982E— 03 | —0.7253955E — 03
15° | —0.1033785E— 06 | —0.2891228E — 08
20° | —0.1718367E— 02 | —0.1721275E — 02
25° | —0.9628906E — 02 | —0.9643736E — 02
30° | —0.2977263E— 01 | —0.2981580E — 01
(z,zaa)
5° | —0.6524050E— 01 | —0.6520405E — 01
10° 0.5269389E-03 0.5795750E-03
15° 0.7179696E-01 0.7179678E-01
20° 0.1463239 0.1461203
25° 0.2187553 0.2180152
30° 0.2775432 0.2755090
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with accurate numerical integrationin DA (right) for different edge angles. In all
examplesthe entrance and the exit edge angle are equal.

To approximate the effects of superimposed multipoles, we compute fringe-
field maps of the separate multipoles via SY SCA. These fringe-field maps are
then composed to a single map, to approximate the fringe-field map of the instru-
ment with superimposed multipoles. While this approximation may appear crude,
it is often quite accurate, as shown in the following table. SY SCA (left) and DA
integration (right) was used to compute coefficients of the fringe-field map of a
magnetic quadrupolethat is superimposed with a magnetic hexapole. The instru-
ment has an aperture of one inch and was 0.5 m long. The pole-tip field of the
quadrupolewas 17" and the pole-tip field B i of the hexapoleis givenin thetable.

BylT (a,za)m (z,aaa)/m
0.0 0.00000 0.00000 | 0.0109946 | 0.0109946
0.1 —2.54411 | —2.54412 | 0.0400742 | 0.0400755
0.2 —5.08823 | —5.08824 | 0.1273131 | 0.1273182
0.3 —7.63235 | —7.63236 | 0.2727113 | 0.2727228
04 —10.17647 | —10.17649 | 0.4762688 | 0.4762891
05 | —12.72058 | —12.72061 | 0.7379855 | 0.7380173

For a variety of examples showing the validity and accuracy of the SY SCA
approach for various specific systems, refer to (Hoffstétter 1994; Hoffstétter and
Berz 1996b).



Chapter 6

Imaging Systems

6.1 INTRODUCTION

Imaging systems are devices used for the purpose of measuring position, mo-
mentum, energy, or mass of charged particles. Microscopes provide detailed
information of initial positions by magnifying these into more easily measurable
final conditions. M omentum spectrometer sare used for the determination of the
momentum distribution of nuclear reaction products. Most momentum spectrom-
eters are magnetic because the energies that need to be analyzed are too high to
allow sufficient deflection by electric fields. In addition, magnets have two more
advantages. They automatically preserve the momentum, and they can be built
big enough to achieve large acceptance.

Mass spectrometer s are used mainly for the analysis of masses of molecules,
and they can be operated at much lower energies. They have a long history, and
their applications pervade many disciplines from physics and chemistry to biol-
ogy, environmental sciences, etc. (Berz, Makino, and Wan 1999; Watson 1985;
White and Wood 1986; (ed.) 1994a; F. Adams and (ed.) 1988; K. Busch and
McL uckey 1988; (ed.) 1994b). Mass spectrometers are al so more diverse; the ma-
jor typesinclude sector field, quadrupole, accelerator, energy loss, time-of-flight,
Fourier transform ion cyclotron resonance, and ion trap. A detailed overview of
the various types of imaging systems can be found in (Berz, Makino, and Wan
1999).

For al the different types of imaging systems, the goal is to achieve high res-
olution and in many cases lar ge acceptance at the same time. As resolution im-
proves, the need for better understanding and correction of high-order aberrations
increases. In this chapter, the linear theory of various types of systems will be
outlined, followed by the study of aberrations and their correction.

In order to use the final position as a measure of initial position, momentum,
energy, or mass of the particle, it is necessary that thefinal position beindependent
of other quantities, and particularly that the device be focusing such that

(z]a) = 0. (6.1

In microscopes, it is desirable to have (z,x) as large as possible; on the other
hand, for spectrometers it is useful to have (z,x) as small as possible and the

211 Copyright (© 1999 by Martin Berz
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dependence on the spectroscopic quantity of interest §, the so-called dispersion
(x,0) (62)

aslargeas possible. Finally, in amass spectrometer in which particles of different
energies are present, the dependence on energy (z, d) should vanish. In the map
picture, the linear behavior is thus given by the transfer matrix of the horizontal

motion:
(zlz) 0  (z[0)
M= (dz) (ala) (als) |. (6.3)

Let 2D; be the width of the source. From Eq. (6.3), it is clear that the particles
to be detected focus around a spot at (z]6)d with awidth of |2(z|z)D;|. Hence,
the distance between the centers of particles of different energies must be larger
than the width, i.e.,

|(]6)d] > |2(z|z) Dil. (6.4)

This sets an upper bound for 1/4, which we call the linear resolving power (or

linear resolution),
_(1 _|_(=]6)
= <5>max_ ‘2(xlx)Di '

In order to increase the resolution, it is necessary to increase |(z|d)| and/or de-
crease | D;|.

As an example, we study the first broad-range momentum spectrometer, the
Browne-Buechner spectrometer (Browne and Buechner 1956). It contains only
ahomogeneousdipolewith 90° bending and circular pole boundaries. Thereason
why this layout is chosen will be shown in Section 6.2. The layout is depicted in
Fig. 6.2, and it is applicable for particles with energies up to 25 MeV/u. As one
can see from Barber’srule in Fig 6.1 (or simple matrix algebra), the system is x
focusing.

In generd, it is not hard to obtain the first-order map by hand, and it is very
easy to obtain it using a computer code; the result is shown in Table I. With the
typical assumption that the half width D; is0.25 mm, the resulting linear energy
resolutionis

(6.5)

R, = ~ 1000. (6.6)

(smin

1 ‘ (]9)

Since all electric and magnetic devices produce nonlinear terms in the map
caled aberrations, their impact on the resolution has to be studied whenever
necessary. The nonlinear effects are very important in the case of the momentum
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V.-

FIGURE 6.1. Barber's Rule

TABLEI
THE FIRST ORDER MAP OF THE BROWNE-BUECHNER SPECTROGRAPH. THE COLUMNS
REPRESENT xf, af,ys AND by, RESPECTIVELY, AND THE INTEGERS ON THE RIGHT
CORRESPOND TO THE RESPECTIVE EXPONENTSIN THE INITIAL VARIABLES.

-1.000000 -1.950458 0.0000000E+00 0.0000000E+00 100000
0.0000000E+00 -1.000000 0.0000000E+00 0.0000000E+00 010000
0.0000000E+00 0.0000000E+00 1.000000 0.0000000E+00 001000
0.0000000E+00 0.0000000E+00 1.830747 1.000000 000100
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 000010
0.5194406 0.5065736 0.0000000E+00 0.0000000E+00 000001

spectrometers dueto their large angular and momentum acceptances. Considering
the aberrations, the final width will be a new value Az, instead of |(z|z)D;|,
which has as an upper bound

Azqp = (2|(z|2) Di| + [(2]®)|DF + [(z]wa) Didi| + - ) (6.7)

where A; is the half-width of the spread in the quantity a. Therefore, the actual
resolution R is

_ |(=[9)]
Rap = 3,2

A detailed study of aberrations and methods of their corrections is presented in
Section 6.2.

A parameter often used as acomprehensive quality indicator for a spectrometer
isthe so-called Q value:

(6.8)

Q= 0 1n(pmax/pmin)

o , (6.9)
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FIGURE 6.2. The Browne-Buechner spectrograph

where 2 is the nomina solid angle from which a reasonable resolution is ex-
pected. The () value shows both the geometric and momentum acceptance of a
spectrometer. For example, the 2 and pmax /Pmin fOr the Browne-Buechner spec-
trometer are 0.4 msr and 1.5, respectively. Large () translates into high intensity,
which is important for nuclear studies and other situations in which there are a
small number of available particles. Large momentum acceptance can reduce the
number of exposures to cover a certain momentum range.

6.2 ABERRATIONS AND THEIR CORRECTION

For many imaging systems, nonlinear effects are a concern in design. For ex-
ample, in the case of the Browne-Buechner spectrometer, the linear energy res-
olution obtained was approximately 1000. When aberrations are considered, the
resolution calculated to the eighth order drops sharply to 61, which is far be-
low the resolution actually desired, and which shows the importance of aberra-
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tions. Thus, it is imperative to study them carefully and to correct the prominent
ones.

Since the entrance dlit D; is usually small and the solid angle large, only the
angle and dispersion aberrations are important. Both map calculations and ge-
ometric considerations show that all the terms (z|z™a"™) (m + n even) vanish.
Since (z|b?) is small (Table I1), the only second-order term that has a strong im-
pact is (z|ad), which can be aslarge as 8 mm when a = 40 mrad and § = 20%.
In fact, thisisthe most important factor that causes the decrease of the resolution.
This becomes apparent when the resol ution considering (z|ad) is calculated:

(z]0)
ab = = 63. 6.10
Rap (z]ad)a;0 63 (610

Fortunately, (z|ad) is easy to correct because it only causes atilt of the focal
plane, as we show now. Suppose a particle of energy Eq(1 + 0) starts from the
originwith slopea and goesthrough an angle-focusing system. Thefinal position
and angleto first order are, respectively,

x1 = (z|d)d
a1 = (ala)agp + (a|d)d
Taking into account (z|ad), the result becomes
Z1 = (2]0)6 + (x|ad)ao?,
a1 = (ala)ap + (ald)d.

Consequently, the system is not focusing anymore. Now consider a second
particle of the same energy starting from the same point but with a different
angle ag + Aag. The differences in final position and angle between the two
particles are

Azy = (z]|ad)Aagpd,
Aay = (a|a)Aap.

The fact that Az /Aa, isindependent of Aay indicates that particles of energy
Eo(1 + 9) arefocusing at
Az (z|ad)d

Az = — = —
i Aaq (ala) ’

which is proportional to §. Therefore, the tilting angleis

tan e = E _ (z]|ad)

n o (aa)@)’ (610

where ¢ is the angle between the normal to the focal plane and the z-axis.



216 IMAGING SYSTEMS

Az,

AXq
A&y

\J

FIGURE 6.3. The Effect of the Aberration (z]ad)

Furthermore, the correction of (z|ad) increases the resolution in certain cir-
cumstances. When Az, in EQ. (6.7) is smaller than the detector resolution Az 4,
Az, becomesthe limitation of the momentum resolution and isindependent of .
Since the distance between two peaksincreases by afactor of 1/ cosy while Az 4
remains unchanged, the resolution is

(]9)

By = Azgcost)’

(6.12)

which is greater than the linear resolution.

Rigorous computation of the actual resolution requires that the aberrations
on the tilted focal plane be calculated. For the Browne-Buechner spectrometer,
eighth-order maps of both straight and tilted focal planes are computed. Table Il
shows the aberrations on the straight focal plane, where (z|ad) is clearly the ma-
jor contributor. Table I11 contains the aberrations on the tilted focal plane, where
(z|ad) vanishes and others are either reduced or unchanged. The resolution after
the cancellation of (z|ad) recovers back to 780 (or 1560 in momentum), whichis
quite close to the linear resolution.

When a higher resolution is required, more aberrations have to be corrected.
Usudly (x|a?) and (z|b?) are corrected first. Then (z|a®), (x|a®b), and (x|ab?)
are tackled. If necessary, fourth-order terms such as (z|a*) also have to be min-
imized. At least in one instance, eighth-order terms such as (z|a®b?) are aso
corrected. This is done in the QDQ spectrometer at the Indiana University Cy-
clotron Facility (IUCF), where the pole faces of the last quadrupol e are shaped to
produce quadrupol e, sextupole, octupole and decapole field components.

There are many different approaches to hardware correction, which usually
involve the introduction of magnetic multipoles or edge effects of the same order
asthetermsto be corrected, and careful optimization. Because of the wide variety
of approaches that are practically feasible in various situations, we refrain from
an attempt to characterize them here, but refer to (Berz, Makino, and Wan 1999)
and other literature.
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TABLEII
HORIZONTAL () ABERRATIONS OF THE BROWNE—BUECHNER SPECTROMETER AT THE
STRAIGHT FOCAL PLANE EXCEEDING 10uM. THE PARAMETERS USED ARE Tmax = 0.23 MM,
amax = 40 MRAD, Ymax = 1 MM, bax = 10 MRAD AND dmax = 20%.

I COEFFICIENT ORDER EXPONENTS

1 -.2300000000000000E-03 1 10 00 00O
2 0.1038881145421565 1 00 00 01
3 0.4660477149345817E-04 2 10 00 01
4 0.8311049163372523E-02 2 01 00 01
5 -.5127000000000000E-04 2 00 02 00O
6 -.1025577239401090E-01 2 00 OO0 02
7 -.6562560000000000E-04 3 03 00 00O
8 0.3324419665349009E-03 3 02 00 01
9 -.1873001321765092E-02 3 01 00 02
10 0.1038881145421565E-04 3 00 02 01
11 0.1544932687715805E-02 3 00 OO0 03
12 0.4654187531488613E-04 4 03 00 01
13 -.1338622665642800E-03 4 02 00 02
14 0.4380445064894873E-03 4 01 00 03
15 -.2577160791614789E-03 4 00 OO0 04
16 0.4622130002260186E-04 5 02 00 03
17 -.9970354551245065E-04 5 01 00 04
18 0.4511716453676560E-04 5 00 00 05
19 0.2219821460952441E-04 6 01 00 05

6.3 RECONSTRUCTIVE CORRECTION OF ABERRATIONS

In many applications the number of particlesto be studied is so small that it be-
comes of prime importance to collect and analyze as many of them as possible.
Inthis situation, it is necessary to maximize the angular acceptance as well as the
momentum acceptance, which is often referred to as the “momentum bite.” While
such large acceptances increase the count rate of particles that can be analyzed,
at the same time they almost inevitably introduce large aberrations. Higher-order
aberrations that scale with high powers of the phase space variables are usually
substantially enhanced. One important category of such spectrometers are those
used for the study of nuclear processes that can be found in many nuclear physics
laboratories.

Hence, such devices pose particularly challenging correction problems; in
many cases they are so severethat it is nearly impossible to correct them by hard-
ware methods as discussed in ((Berz, Makino, and Wan 1999)), and an entirely
different approach becomes necessary. Furthermore, in some cases is it also de-
sirable to not only determine the initial value of §, but knowledge of the initial
values of a and b is also required.

The questions of correction of aberrations and the determination of the initial
angles can be analyzed in an elegant way using the method of tragjectory recon-
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TABLEII
ABERRATIONS OF THE BROWNE—BUECHNER SPECTROMETER AT THE TILTED FOCAL PLANE
THAT ARE 10 M OR LARGER. THE PARAMETERSUSED ARE Zmax = 0.23 MM, @max = 40
MRAD, Ymax = 1 MM, byax10 MRAD AND dmax = 20%.

I COEFFICIENT ORDER EXPONENTS

1 -.2300000000000000E-03 1 1 0 0 0 0 O
2 0.1038881145421565 1 0000O01
3 -.9320954298691634E-04 2 1 0 0 0 0 1
4 -.5127000000000000E-04 2 0 0 0 2 0 O
5 0.1079501821087351E-01 2 0 0 0 0 0 2
6 -.6562560000000000E-04 3 0 3 0 0 0 O
7 0.3324419665349009E-03 3 0 2 0 0 0 1
8 -.2105079060488440E-03 3 01 0 0 0 2
9 -.1038881145421566E-04 3 0 0 0 2 0 1
10 0.1654199766297046E-02 3 0 0 0 0 0 3
11 -.1329767866139604E-04 4 0 3 0 0 0 1
12 0.5138469075870278E-04 4 0 2 0 0 0 2
13 -.2242022047923136E-04 4 01 0 0 0 3
14 0.1745846601755523E-03 4 0 0 0 0 O 4
15 0.1305877080464639E-04 5 0 2 0 0 0 3
16 0.2771149616039620E-04 5 0 0 0 0 0 5

struction. For the purposes of simplicity in notation, in the following we base the
discussion on the case of spectrographs where the primary quantity of interest is
the initia energy d; but the arguments also apply for imaging devices by merely
exchanging the energy by the initial position z.

6.3.1 Trajectory Reconstruction

In a conventional spectrometer, a particle passes through a target of negligible
thickness, passes through the spectrometer, and finally strikes a detector where
its position is recorded. This position is then used to infer the particle's energy, a
process which, as discussed in the previous section, is limited by the aberrations
as well as the resolution of the detector.

Besides its final position, usually nothing is known about the actual orbit the
particle followed within the spectrometer, and hence it is not possible to deter-
mine to what extent its final position was influenced by any aberrations in the
system. On the other hand, if the orbit of the particle is known in detail, one can
compute the effects of the aberrations on the position of the particle and possi-
bly correct for their influence. This principleis applied in many detectors used in
particle physics, in which usually the actual orbits of the particles are recorded
and irregularities in the fields that lead to aberrations in the conventional sense
are quite acceptable as long as they are known.

Whilein conventional nuclear physics spectrometersit is not possible to record
the actual orbit of the particle throughout the system, by using a second set of
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detectors, it is possible to simultaneously determine position and angle at which
it emerges from the spectrometer up to the resolution of the detectors. In addition
to these data, it is known that at the target position the particle passed through the
target dlit, enabling the determination of itsinitial position in the deflecting plane
up to the width of the dlit.

Therearecurrently five parametersavailable to describe the orbit of the particle,
namely, the vector

(zi,zf,a8,y5,0y). (6.13)

If the details of the fields inside the device are known, these parameters actu-
aly alow the determination of the entire trgjectory of the particle and with it the
particle’s energy as well as the initial angles. An intuitive way to understand this
fact is based on backwardsintegration of the motion of the particle through the
spectrometer, which requires the knowledge of positions and momenta at the exit
aswell asthe particle’s energy. While thefirst four of these parameters are known
from the measurement, the last one is not. However, since al orbits integrated
backwards with the same initial position and angle strike the target plane at a dif-
ferent position depending on their energy, the knowledge of the initial position
can be used to implicitly determine the particle’s energy. In practice this approach
requiresiterative“shooting” in which the particle’senergy isvariedin theintegra-
tion until it isfound to hit the required target position. While practically possible,
in this form the method is apparently rather cumbersome and requires substantial
calculation to determine the energy and reaction angles of just one particle.

There is an elegant way to directly infer this information from the knowledge
of a high-order transfer map of the spectrometer (Berz, Joh, Nolen, Sherrill,
and Zdller 1993). Such a map relates initial conditions at the reaction plane to
final conditions at the detector via

Zf Ty
af Q,
yr | =M| v |, (6.14)
by b,
ds d,

whered; = d, because no change of energy occurredin the element proper. Since
all particles reaching the detector have passed through the target dlit, it is known
that x,. is aways very small. We approximateit by setting =, = 0 and insert this
in the eguation. In addition, the equation which states that d,. = d,. is dropped.
We obtain the approximation

Zf (479
ar Yi
=S , 6.15
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the accuracy of which is limited by the dlit width. This nonlinear map relates
the quantities (z,ar,ys,by), which can be measured in the two planes, to the
guantities of interest, a,., b,., and d,-, which characterize the nuclear reaction being
studied. In addition, they depend on the initial position y; which has no effect on
the reaction processes and therefore in most cases is of little interest.

The map S is not aregular transfer map, and in particular its linear part does
not have to be a priori nonsingular. Specificaly, in a particle spectrometer with
point-to-point imaging in the dispersive plane, the linear part S of the map S has
theform

Ty 0 0 0 = Gy
yr | 1 0 % % 0 by (6.16)
bf 0 = x 0 dr

where the asterisks denote nonzero entries. The term (z, a) vanishes because the
spectrometer isimaging, and all the other terms vani sh because of midplane sym-
metry. The element (x|d) is usually maximized in spectrometer design, and (a|a)
cannot vanish in an imaging system because of symplecticity (Eg. 1.4.5). In fact,
to reduce the effect of the finite target, (z|z) is often minimized within the con-
straints, and therefore (a|a) = 1/(z|z) is maximized.

Because of symplecticity, we have (y|y)(b|b) — (y|b)(bly) = 1, and so we
obtain for the total determinant of S

(z]d)
(wlz)

The size of the determinant is a measure for the physical quality of the spectrom-
eter; indeed, the linear resolution

S| = —(2ld) - (a]a) = -

(6.17)

R, = (@ _ 1§ (6.18)
(z|z) - x4 Ty
equals |§| divided by the thickness z; of the target.

In particular, this entails that the linear matrix S is invertible, and according
to Section (4.1.1), this means that the whole nonlinear map S is invertible to
arbitrary order. Thus, it is possible to compute the initial quantities of interest as
afunction of the measurablefinal quantitiesto arbitrary order viathe map

(429 Zf
Yi _ o1 ar .

=S : 6.19
b, vr (6.19)
d, by

compared to the numerical shooting method, the determination of the relevant
quantities is now direct and can be performed with a few polynomial operations
instead of extensive numerical integration.
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A closer inspection of the agorithm to invert maps shows that the result is
multiplied by the inverse of the linear matrix S. Since the determinant of this
inverse is the inverse of the original determinant and is thus small for a well-
designed spectrometer, this entails that the originally potentially large terms in
the nonlinear part of the original map are suppressed accordingly. Therefore, for
a given accuracy, this may reduce the number of terms required to represent the
reconstruction map. Thus, in the case of trajectory reconstruction, the original
investment in the quality of the spectrometer and its linear resolution directly
influences the quality of the reconstruction.

6.3.2 Reconstruction in Energy Loss Mode

The method outlined in the previous section allows a precise determination of the
energy of aparticletraversing the spectrometer. However, thisenergy is composed
of the initial energy before reaction with the target and the change of energy ex-
perienced in the reaction. In the study and analysis of nuclear processes, however,
only the changein energy isrelevant, along with the angular distribution of the
products. Therefore, unless the energy spread of the beam particlesis smaller than
the resolution of the device, which is rarely the case, the resolution of the energy
measurement would be limited by the energy resolution of the beam.

There is a remedy to this fundamental problem—the so-called energy loss
mode or dispersion matching technique (Blosser, Crawley, DeForest, Kashy,
and Wildenthal 1971). In this method, the dispersive spectrometer is preceded by
another dispersive device, the so-called beam-matching section. The dispersive
properties of the matching section are chosen in such away that the resulting sys-
tem consisting of the matching section and the spectrometer proper is achromatic
tofirst order, i.e,

(zld) =0 and (ald) = 0. (6.20)

The solid line in Fig. 6.4 schematically shows the trajectory of an off-energy
particle as afunction of position going through the matching section and the spec-
trometer.

Besides the energy spread, which typically may be approximately 0.1%, it is
assumed that the phase space going through the matching section is small com-
pared to the phase space after the target. This entails that any one energy in the
target plane between the matching section and the spectrometer correspondsto a
relatively small spot in the z direction, the center of which depends on the energy.
Similarly, any one energy correspondsto arelatively small spot inthe a direction,
and the center of the spot again depends on the energy.

The matching system is now adjusted to minimize the size of the spot for a
given energy component of the beam, the so-called incoherent spot size. The
centers . and a. of theincoherent spot in the z and a directions can be described
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in terms of the beam energy spread d; as
Te =ky-di, a. =kg - d;, (6.21)

where the matching condition connects the factors &, and &, to the matrix ele-
ments of the main part of the spectrometer such that the overall system is achro-
matic. Elementary matrix algebra shows that this requires

ke = (zla)(ald) — (ala)(x]d)
ka = (ale) (]d) — (a]2)(ald). (622)

To achieve the desired linearity of x . and a. and to limit the size of the incoher-
ent spot, some aberration correction may be required. However, since the phase
space of the original beam is small compared to that after the reaction, thistask is
substantially simpler than it would be for the main part of the spectrometer.

The dispersion matching condition can now be used to remove most of thein-
fluence of the initial energy spread in the beam. It will be possible to determine
the reaction energy d,- proper in a reconstructive way similar to that described in
the previous section. As afirst step, we perform an approximation similar to the
one discussed in the previous section by assuming that al beam particles are actu-
ally located at the energy-dependent center of the incoherent spot x . and neglect
the finite width of the spot. In a similar way, we assume that all beam particle
dopes a are actually equal to the center slope a.. In the vertical direction, we
assume that the beam slopes b are al zero, but we do allow for a nonzero spot
sizeiny direction. Similar to the nondispersive case, it isthisincoherent spot size
which determines the first-order resolution of the system and henceis alimit for
the resolution achievable in higher orders.

Thereaction that isto be studied now takes place at the target plane, illustrated
asposition T in Fig. 6.4. In the reaction, the slopes a and b of the particle as well
asits energy d; are being changed and replaced by the quantities a ., b,., and d,.,
respectively, which are characteristic of the reaction. The range of possible angu-
lar changesis much larger than the spread in these values for the beam. Therefore,
after the reaction, we have the following approximations:

.Z’:kl-dz
a=k,-d; +a,

Y=Y
b=0b,
d=d; +d, (6.23)

These five quantities now have to be propagated through the main part of the
spectrometer. In terms of transfer maps, this requires inserting the linear trans-
fer map represented by Eqg. (6.23) into the nonlinear transfer map describing the
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T F

M S ~Sh

FIGURE 6.4. Theprinciple of dispersion matching. Thelinear dispersion properties of the match-
ing section (M; the beam analysis system) are chosen such that M followed by the spectrometer (S)
becomes linearly achromatic and hence off-energy particles follow the solid line. Particles which ex-
perience a change in energy due to interactions in the target (T) hit the focal plane (F) at a different
location (dashed trajectory).

spectrometer. The result is a map relating the measur able final quantities after
thesystem z¢, ay, y¢, and by to the quantities d;, d,, a,, y;, and b,

Inserting Eq. (6.23) into the spectrometer map reveals that as a consequence
of the dispersion matching, the final quantities no longer depend linearly on the
unknown initial energy d;. Higher order dependenceson d; usually still exist, but
since they contain products of small quantities they are of reduced importance.
In ignoring these higher order contributions of d ;, a final approximation is per-
formed. We are |eft with amap of the following form:

Ty Q,
“wl=s| ¥ |. 6.24
o v (6.24)
by d,

While the map S is different from that in the previous section, the linear part of
this map has the same structure as before, the determinant has the same form, and
we can apply the same techniques and reasoning to find the reconstruction map

(479 Zf
Y _ o1 af

=S . 6.25
by ys 629
d, by

6.3.3 Examples and Applications

The method for trajectory reconstruction and reconstructive correction of aberra-
tions has been implemented in the code COSY INFINITY (Berz 1993a). In this
section we will apply the method to the study of two simple hypothetical spec-
trometers; here, we provide examples of areadlistic device used in nuclear physics.
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TABLE IV
THE RESOLUTION OF THE SIMPLE BROWNE—BUECHNER SPECTROMETER FOR VARIOUS
CORRECTION ORDERS. THE RESOLUTIONS ARE BASED ON A DETECTOR RESOLUTION OF
.4MM FWHM AND .5 MRAD FWHM AND A RECTANGULAR PHASE SPACE OF
(£.3MM) - (£200MR) (X), (£1MM) - (2100MRAD) (Y) AND =% 5% (D).

Energy Resolution
AE/E
Linear Resolution 1,129
Uncorrected Nonlinear 65
Order 2 Reconstruction 291
Order 3 Reconstruction 866
Order 4 Reconstruction 941
Order 5 Reconstruction 945
Order 8 Reconstruction 945

First, we study the Browne-Buechner spectrometer that was discussed pre-
viously. The spot size was assumed to be 0.46 mm. In this situation, the linear
energy resolution is about 1100, while the aberrations decrease it to only about
60. As can be seen in Table |V, reconstructive correction succeeds in eliminating
most of the influence of these aberrations and almost recovers the linear resolu-
tion.

The second example spectrometer is a very crude 90° dipole preceded and
followed by a drift equa to its bending radius. Such a system is known to be
imaging in the dispersive plane, but it also possesses very substantial aberrations
that limit its practical use to low resolutions or small phase spaces. However,
because of this poor performance, the system provides an interesting test for the
trgjectory reconstruction method.

In order to obtain high linear resolutions, the deflection radius is chosen as
10 m, and the spot size is chosen as 0.1 mm. In order to produce substantial
aberrations, the phase space was chosen as 0.2 - 300 mm mrad horizontally and
20 - 200 mm mrad vertically at an energy spread of 10%. While the linear reso-
lution of the device is 50,000, the size of the aberrations limits the uncorrected
nonlinear resolution to only about 20.

Reconstructive correction was applied to the system utilizing various orders
of the reconstruction map. At reconstruction orders of approximately seven, the
linear resolution, which represents the upper bound of any correction method, is
almost reached. Details are listed in Table V. In this example, the reconstructive
correction boosts the resolution by a factor of about 2500, illustrating the versa-
tility of the techniquefor very crude systems.

It is worthwhile to point out that in extreme cases such as the one discussed
here, aside from the unavoidable limitations due to detector resolution and inco-
herent spot size, the mgjor limitation is the exact knowledge of the aberrations
of the system. Using the DA methods, these can be computed with sufficient ac-
curacy once details of the fields of the elements are known; in particular, this
requires a detailed knowledge of the fringe fields. On the other hand, the ac-
tual design of the device is not critical, and even substantial aberrations can be
corrected with the method. This suggests that spectrometers geared toward high-
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TABLEV
CRUDE 10 M RADIUS90° SINGLE DIPOLE SPECTROMETER ACCEPTING A PHASE SPACE OF 0.2
* 300 MM MRAD (X), 20 * 200 MM MRAD (Y) AND £10% (D). THE DETECTOR RESOLUTION IS
ZERO. THE LINEAR RESOLUTION OF 50,000 IS ALMOST FULLY RECOVERED DESPITE
ABERRATIONS THAT LIMIT THE UNCORRECTED RESOLUTION TO ABOUT 20.

Energy Resolution Angle Resolution

AE/E 1/rad
Linear Resolution 50,000 —
Uncorrected Nonlinear 20 200
Order 2 Reconstruction 800 3,900
Order 3 Reconstruction 5,400 23,600
Order 4 Reconstruction 23,600 63,500
Order 5 Reconstruction 43,000 96,500
Order 6 Reconstruction 47,000 99,000
Order 7 Reconstruction 48,000 99,000
Order 8 Reconstruction 48,000 99,000

resol ution reconstruction should be designed with different criteria than those for
conventional devices. Because the main aspect is the knowledge of thefields, re-
gar dless of specific shape, one should concentrate on devicesfor which thefields
in space are known very precisely in advance.

In the following, we apply the method to the S800 (Nolen, Zédller, Sherrill,
DeKamp, and Yurkon 1989), a superconducting magnetic spectrograph at the Na-
tional Superconducting Cyclotron Laboratory at Michigan State University. The
spectrometer and its associated analysis line allow the study of heavy ion reac-
tionswith momenta of up to 1.2 GeV/c. It is designed for an energy resolution of
one part in 10,000 with alarge solid angle of 20 msr and an energy acceptance of
10%.

The S800 consists of two superconducting quadrupoles followed by two su-
perconducting dipoles deflecting by 75° with y-focusing edge angles. Table VI
lists the parameters of the system, and Fig. 6.5 shows the layout of the device. It
should be noted that the S800 dispersesin the vertical direction, while the scatter-
ing angle is measured in the transverse plane. Thus, the first-order focal planeis
two-dimensional, with energy mostly measured in one dimension and the scatter-
ing angle measured in the other.

The aberrations of the S800 have been calculated using the code COSY IN-
FINITY. Care is taken to include a detailed treatment of the actual fields of the
system. To utilize measured field data, the methods developed in Chapter 3 can
be used. Furthermore, in asimplified model of the device, the falloff of the dipole
field aswell as the quadrupole strengths can be described by Enge-type functions
(Eq. 5.79). It was found that a transfer map of order seven represents the actual
spectrometer with an accuracy sufficient for the desired resolution.

Thelinear resolution of the S800 spectrographislimited by the incoherent spot
size of 0.46 mm and the detector resolution, which is conservatively assumed to
be 0.4 mm and 0.3 mrad FWHM in both planes of the detectors (Morris 1989).
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FIGURE 6.5. Thelayout of the S800 spectrograph.

These two effects limit the energy resolution to about 10,000. Since ho hardware
correction of higher order aberrationshas been incorporatedin the design, the map
of the spectrograph exhibits large aberrations, which if left uncorrected would
decrease the resulting resolution to only little more than 100. In particular, the
slope-dependent aberrations are contributing substantially, with (z, aa) being the
largest.

Using the map of the S800, the trajectory reconstruction was performed to var-
ious orders and the resol utions were computed following the methods outlined in
Section 6.3. Table VII shows the resulting resolutions as a function of the recon-
struction order.

The resolution with trajectory reconstruction correction improves with order;
with third-order reconstruction, about 65% of the linear resolution is recovered,
and with fifth-order correction, thisincreasesto about 96% of thelinear resolution
and thus satisfies the design specifications.

Besides the computation of the corrected energy, the two-plane reconstruction
technique also alows the computation of the angle under which the particle en-
tered the spectrometer, which is dominated by the scattering angle. The prediction

TABLE VI
THE S800 SPECTROGRAPH.
Drift I=60cm
Quad | =40cm, Grax =21L, r=01m
Drift I=20cm
Quad | =40cm, Gmax =6.8L, r=02m
Drift | =50cm
Dipole p=26667m, Bupax=15T, ¢=75° € =0° e =30°
Drift | =140 cm
Dipole p=26667m, Bpyax=15T, ¢=75° € =30° e =0°

Drift | =257.5cm
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TABLEVII
THE RESOLUTION OF THE S800 FOR VARIOUS CORRECTION ORDERS. THE RESOLUTIONSARE
BASED ON A DETECTOR RESOLUTION OF 0.4 MM AND 0.3 MRAD FWHM AND A
RECTANGULAR PHASE SPACE OF (£.23 MM)-(£60 MR) (X), (10 MM) - (90 MRAD) (Y) AND

+ 5% (D)
Energy Resolution Angleresolution

Correction Order (AE/E) (1/red)
Linear resolution 9,400 —
Uncorrected nonlinear 100 25
Order 2 reconstruction 1,500 150
Order 3 reconstruction 6,300 600
Order 4 reconstruction 8,700 700
Order 5 reconstruction 9,100 1300
Order 8 reconstruction 9,100 1300

accuracy for thisinitial angleis approximately 1,300 at the fifth order, which cor-
responds to an angle resolution of about 0.05° (0.75 mr).

It isworthwhileto study the influence of possible improvementsin the detector
resol ution on the resol ution of the spectrometer. For this purpose, the focal plane
position resolution was assumed to be 0.2 mm. Since the resolution limit due
to the spot size now corresponds to the detector resolution limit, the incoherent
spot size was also reduced by a factor of two. Table VIII shows the resulting
resolutions as a function of the order of the reconstruction. With an eighth-order
reconstruction, about 90% of the now twice as large resolution is recovered. Note
that contrary to the previous operation mode, a third-order reconstruction gives
less than half of the linear resolution.

TABLE VIII
THE RESOLUTION OF THE S800 FOR VARIOUS CORRECTION ORDERS FOR A DETECTOR
RESOLUTION OF 0.2 MM AND 0.3 MRAD FHWM AND A REDUCED PHASE SPACE OF (+.115
MM) - (60 MRAD) (X), (£10 MM) - (£90 MRAD) (Y) AND 4 5% (D)

Energy Resolution Angle Resolution

Correction Order (AE/E) (1/rad)
Linear resolution 19,000 —
Uncorrected nonlinear 100 25
Order 2 reconstruction 1500 150
Order 3 reconstruction 7900 650
Order 4 reconstruction 14,600 750
Order 5 reconstruction 16,800 1500
Order 8 reconstruction 17,000 1800
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TABLE IX
S800 INCREASED IN SIZEBY FACTOR FIVE.®

Energy Resolution Angle Resolution
Correction Order (AE/E) (1/rad)
Linear resolution 95,000 —
Uncorrected nonlinear 100 25
Order 2 reconstruction 1,500 300
Order 3 reconstruction 9,700 750
Order 4 reconstruction 32,000 22,000
Order 5 reconstruction 85,000 28,000
Order 6 reconstruction 91,000 29,000
Order 7 reconstruction 93,000 29,000
Order 8 reconstruction 93,000 29,000

The phase space is the same as for the S800 in Table 6.9, the position resolution of the detectors is
0.2 mm, and the angular resolution is assumed to be 0.15 mrad.

From the previous tables it is apparent that for the case of the S800, the tra-
jectory reconstruction using the method presented here allows a correction of the
device to nearly the linear limit and design specifications; with better detectors
and smaller incoherent spot size, even increased resolutions are possible. It seems
worthwhile to study to what extent the resolution could be improved by improve-
ments in these aress.

Since gains in detector resolution by large factors do not appear likely, it is
advantageous to increase the sheer size of the device. In the following example,
the S800 was scaled up by afactor of fivein al its linear dimensions. The phase
spaceis assumed to be like that in the high-resol ution mode of the S800, and sois
the position detector resolution. Thisimplies that the linear resolution is now five
times larger than that in Table VIII and is nearly 100,000. The angular detector
resolution is assumed to have increased by another factor of two. As Table IX
shows, the linear resolution is eventually amost fully recovered. Because of the
much higher accuracy demand, this requires seventh-order correction. At third
order, only the resolution of the original S800 is achieved.

6.4 ABERRATION CORRECTION VIA REPETITIVE SYMMETRY

From the very early days of opticsit was known that certain longitudinal symme-
tries can be used beneficially to cancel some, and possibly even all, aberrations
of a system. In this section we discuss the use of such symmetries by anayz-
ing which aberrations can be removed by mere exploitation of symmetry. We
also discuss the case of complete aberration correction, the case of the so-called
achromats. The choice of this name is historical and perhaps somewhat unfor-
tunate, because it seems to imply independence of chromatic effects, whereas
indeed not only chromatic terms but also al aberrations are removed. In the fol-
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ab[als

FIGURE 6.6. The four elementary cells: Forward, Reverse, Switched, and Combined

lowing we develop atheory of correction of particular aberrations, or even all of
them, that isin principle applicable to arbitrary order.

In order to exploit the longitudinal symmetry, we introduce four kinds of cells
(shown in Fig. 6.6): a forward cell (F), areversed cell (R), a switched cellin
which the direction of bending is switched (S), and the switched-reversed cell
in which reversion and switching is combined (C). With these considerations, we
are able to study systems with an arbitrary number of cells and obtain solutions
that are independent of the arrangementsinside a cell.

Because of their freedom from redundancy, Lie transformations are often
adopted to represent symplectic maps. Instead of order-by-order factorization, we
use afactorization formed by alinear matrix and a single Lie operator, describing
the linear and nonlinear parts, respectively. In the following, the basic ideas and
important results of the achromat theory will be presented, many of which without
proof; for details, refer to (Wan and Berz 1996); (Wan 1995).

To begin our discussion, we consider asequence of n identical F cellsand study
under what condition such a system will be an achromat. Let L ,, be the z matrix
of one cell, which hasthe form

(z2) (zla) (x]d) v s
L= (aj2) (aa) (ald) | = . (620)
( 0 0 1 > ( 01 >

After n iterations of the forward cell, the total x matrix T';, is

T, =L =

(Mn (Mn—1+Mn—2+___+[A)u—5>
0 1

_ ( M™ (M™—1)(M - 1)"'3 > _ (627)

0 1

Equation (6.27) shows that when M " = I, i.e., the tunes (phases of the eigenval-
ues of M over 27) are multiples of 1/n, the dispersion vanishes and the geomet-
ric part becomes unity. Together with the requirement that L , = I, afirst-order
achromat is reached when the tunes of the whole system are integers.

Although the concept of first-order achromats had been widely used in various
beam optical systems and accelerators for along time, it was only in the 1970s
that a theory developed by K. Brown enabled the design of realistic second-order
achromatsin asystematic and elegant way (Brown 1979b). The theory is based on
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the following observations. First, any system of n identical F cells (n > 1) with
the overall first-order matrix equaling to unity in both transverse planes gives a
first-order achromat, as previously shown. Second, when n is not equal to three, it
cancels all second-order geometric aberrations. Finaly, of all second-order chro-
matic aberrations, only two are independent. Therefore, they can be corrected
by two families of sextupoles each responsible for one in each transverse plane.
These findings make it possible to design a four-cell second-order achromat with
only one dipole, two quadrupoles, and two sextupoles per cell. Detailed studies
on thistheory will be discussed in Section 6.4.1.

Because of its simplicity, the second-order achromat concept has been applied
to the design of various beam optical systems such as the time-of-flight mass
spectrometers, both single-passin the spectrometer TOFI (H. Wollnik and Vieira
1987) and multipass asin the ESR ring (Wollnik 1987a; Wollnik 1987b), the Arcs
and the Final Focus System of SL C; (Fischer, Brown, and Bulos 1987; Murray,
Brown, and Fieguth 1987; Schwarzschild 1994), and the MIT South Hall Ring
(SHR) (Flanz 1989).

Since it is difficult to generalize the second-order achromat theory to higher
orders, the first third-order achromat theory was developed along a different line
of reasoning by Alex Dragt based on nor mal form methods (Dragt 1987) and the
observation that an achromat in normal form coordinates is also an achromat in
regular coordinates. Since as discussed in Chapter 7, Section 7.3, in normal form
coordinates the motion is particularly simple and straightforward, the amount of
necessary correction is considerably reduced. Specifically, a system of n identical
cellsisathird-order achromat if the following conditionsare met: (i) The tunes of
acell T, and T, arenot full-, half-, third-, or quarter-integer resonant, but n1",, and
nT, areintegers; and (ii) Thetwo first-order and two second-order chromaticities
and three anharmonicities are zero.

Two third-order achromats have been designed. The first design, by Dragt,
contains 30 cells with T, = 1/5 and T,, = 1/6. Each contains 10 bends, two
quadrupoles, two sextupoles, and five octupoles. The whole system formsa 180 ©
bending arc. The second design was done by Neri (in: M. Berz and (Eds.) 1991).
It is aseven-cell system with only 1 bend per cell and the total bend is also 180°.
Thetunesof acell areT, = 1/7and T, = 2/7, which seemsto violate the theory
because of the third-order resonance 27", — T}, = 0. However, the achromaticity
can till be achieved because the respective driving terms (see Chapter 7, Sec-
tion 7.3) are canceled by midplane symmetry, which greatly reduces the number
of cells.

6.4.1 Second-Order Achromats

Brown'’s second-order achromat theory is built on the repetitive first-order achro-
mat described previoudly. It is based on two fundamental observations. The fir st
observation isthat if asystem contains NV identical cells (N > 1 and N # 3), dll
second-order geometric aberrations vanish when both transverse planes have the
same noninteger tunes for acell and the phase advance of the system isamultiple
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of 2.
For the proof, we adopt Brown’s origina notation in which linear matrix is
represented by R and second-order matrix is 7" such that

T = Z Rijxjo + Z Tijrj0Tk,0, (6.28)
J J.k

where z; o and z;; are initial and final coordinates, respectively. Perturbative
methods (see (Brown 1979b; Berz, Makino, and Wan 1999)) allow us to express
T;j1, asanintegral involving R;; in the form

L
Ty = /0 K, (s)(Ruy ()™ (Rag (s))™ds with (n +m) =3, (6.29)

where K,,(s) isthe multipole strength at s. For geometric aberrations, R ;; should
come from the geometric part of R only, which is written as

( cos ¥(s) + a(s)sin)(s) B(s) sin(s) )
—v(s) sin(s) cos(s) — a(s)siny(s) -

Asaresult, T}, can bewritten as
L
Tje = [ Fy(s)sin (6(s)) cos™ (o) s
0

Sincefor m + n = 3, thetermssin™ (v (s)) cos™ (¢ (s)) written in terms of com-
plex exponentialscontain only e % (s) and e£3%(5)  the conditionsfor all second-
order geometric aberrationsto vanish are

L L
/ Fefds =0 and / Fef3¥ds = 0.
0 0

Because the system consists of individual elements centered at s with length As,
theintegral conditions become the following sums

N N
Y Fper =0 and Y Fle*r =0, (6.30)
k=1 k=1

where

_ %L—‘,-SO-"-AS
- / Fy (s) e ()= 0)) g
%L—FS()—AS

A
— / ’ F, <£L + 50 + §> eii(dj(%L-&-SO-&-g)—%(so))dg
—As N



232 IMAGING SYSTEMS

4 2

FIGURE6.7. Complex plane diagram for second-order geometric aberrations of afour-cell repet-
itive system with phase advances 2.

1 1,2,3

FIGURE 6.8. Complex plane diagram for second-order geometric aberrations of a three-cell
repetitive system with phase advances 2.

As

- / Fy(5)eX1A(@) g5, (6:31)
—As
As

F = / . F,(5)et3i(Av(3) g3, (6.32)

Here, repetition of the system is used to obtain Egs. (6.31) and (6.32). Since F,
and Fy, areindependent of &, Eq. (6.30) is further reduced to

N N
Z et =0  and Z e =,
k=1 k=1

In conclusion, all second-order aberrations vanish when N # 3, N, , =
2my ymandm, , #2mN (m =1, 2,...) (seeFigs. 6.7 and 6.8).

The second observation deals with the correction of second-order chromatic
aberrations left in a system satisfying the previous requirements. For a system
that has no geometric aberrations based on the previous reasoning and N > 3, a
second-order achromat is achieved when two families of sextupole components
are adjusted so as to make one chromatic aberration vanish in each transverse
plane. In another words, only two chromatic aberrations are independent. The
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o
-

QF Q0 OQF Q0 QF Q0 OoF QD

FIGURE 6.9. Brown’sfour-cell second-order achromat. Quadrupoles are used to tune the system
to phase advance 27 in both transfer planes and two families sextupoles SF and SD are used to correct
chromatic second-order aberrationsin x and y planes, respectively. To make the sextupoles weak, they
are placed such that 3, islarger at SF and 3, islarger at SD.

proof of thistheorem can befoundin (Carey 1992). Another proof will begivenin
Section 6.4.3 as part of the third-order achromat theory. A typical four-cell second
order achromat is shown in Fig. 6.9.

6.4.2 Map Representations

For further discussion, we will first discuss various representations of symplec-
tic maps. We consider a phase space consisting of 2n variables (q1,...,qn,
p1,---,Pn). SiNCE We are not considering systems subject to synchrotron radia-
tion and acceleration, the transverse motion is described by a symplectic map. It
iswell known that for any symplectic map M of arbitrary order m, there existsa
matrix L and apolynomial H of order from 3 uptom + 1, such that

M =, (LT) o (exp(: H )T). (6.33)

HereZ = (¢1,...,qn,P1,---,Pn) 1S the identity function, and “o” denotes the
composition of functions. Hence, the inverseis

Mt =, (exp(—: H )I) o (L7'1). (6.34)
Now let us define a*“ standard” and a “ sub-standard” form of symplectic maps,
the advantages of which will become evident later.
For a symplectic map M 4, the standard form is defined as
M =exp(: H :)(MLT),

where H is the pseudo-Hamiltonian with orders three and higher, and M 1, is the
linear matrix. A representation of the form

M, =[] exp(: H; :)(MLT)

is caled asubstandard form.
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Apparently, use of the Baker—Campbell-Hausdorff (BCH) formula in prin-
ciple alows the transformation of a substandard form into a standard form. In
practice, this may often be complicated to higher orders because of the quickly
increasing complexity of the required algebraic manipulations.

Asadirect result of awell-known equality,

g(exp(: H :)I) = exp(: H :)g(Z), (6.35)

providedthat exp(: H :)Z andexp(: H :)g(Z) both converge, the map M, which
we call the forward map M ', can be written in the standard form,

M =exp(: H )(LT). (6.36)

To obtain the maps of the 2, S, and C' cells, we need the following: If a map
M issymplectic, i.e., Jac(M) - J - Jac(M)t = J, we have

(exp(: H :)g(I)) o (M(Z)) = exp(: H(M) :)g(M). (6.37)
If amap M isantisymplectic, i.e., Jac(M) - J - Jac(M)! = —.J, we have
(exp(: H :)g(I)) o (M(Z)) = exp(— : H(M) :)g(M). (6.38)

Here Jac(M) denotes the Jacobian matrix of the map M, and J is the antisym-
metric 2n x 2n matrix from Eq. (1.86). For the proof, we observe that in case
M is asymplectic map, according to (1.191), the Poisson bracket is an invariant
under the action of the map, i.e.,

[H(M),g(M)] = ([H, g])(M). (6.39)
From this, we readily obtain
exp(: H(M) :)g(M)

= g(M) + [H(M),g(M)] + 5[H(M), [H(M),g(M)]] +---

N | =

= 9(M) + ([H, gl (M) + S[H(M), ([, ) (M)] + -+

= g9(M) + ([H,g])(M) + %([H, [H, g])(M) + -
= (exp(: H :)g(7)) o (M(Z)).

If M isantisymplectic, the proof isvery similar except that the Poisson bracket
changes sign under the transformation, i.e.,

[H(M), g(M)] = —([H, g)(M). (6.40)
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Then we have

exp(— : H(M) :)g(M)

A reversed cell is onein which the order of the elementsisreversed relative to
that of aforward cell; according to Eg. (4.8), it hasthe form

MPE = (RT)o M o (R11), (6.41)

where matrix R in Eqg. (4.8) is antisymplectic. As can be seen readily, we obtain
the standard form of M %

(L*R7'7) )(RL'R™'T). (6.42)

A switched cell isaforward cell rotated 180° around the z-axis, i.e.,

M5 = (87) o Mo (S71T), (6.43)
where
-1 0 0 O 0 O T
0 -1 0 0 0 O y
A 0 0 1 0 0 0 d
51 = 0 0O 0 -1 0 O a (6.44)
0 0O 0 0 -1 0 b
0 0 0 O 0 1 t
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Itis easy to see that the matrix Sis symplectic, and so

M5 = (8T)o Mo (57'T)
= (ST) o (LT) o (exp(: H )T) o (S7'T)

(SLT) o (exp(: H(S7'T) )($ 1))
=exp(: H(S™'Z) :)(SLS™'1). (6.45)

The cell that is simultaneously switched and reversed, the switched—reversed
cell, has amap given by

MC = (8T) o (RT) o M ' o (R'T) 0 (S711). (6.46)

Noting that the matrix SR is antisymplectic, like that of the reversed cell, M ¢
can be simplified to the standard form, where

MC =exp(: H(L7'R™'S7'7) :)(SRL™*R™'S~'1). (6.47)

To summarize, we list the maps of all four kinds of cells:

MF = exp(: H )(LT), (6.48)
ME =exp(: HIL™'R™T) :)(RL™'*R™'T), (6.49)
M?S =exp(: H(S™'T) :)(SLS™'T), (6.50)
MO =exp(: H(L7*R™'S7'T) :)(SRL™*R~*S7'1). (6.51)

With the maps of the different kinds of cells, we are ready to construct the map
of any multicell system. As examples, the total maps of some four-cell systems
are presented here. We first introduce the following notation for the map of a
multicell system. Let C; betheith cell inak cell system, i.e., C; canbe F, R, S,
or C. Then we denote the map of the total system by M ©1C2Ch,

For example, M S represents the map of a four-cell system consisting of
aforward cell followed by the reversed cell, the switched cell, and the combined
cell. In therest of this section, we will need the substandard form and eventually
the standard form for a variety of four-cell combinations. As a proof of princi-
ple, we show the derivation for M P25 where Egs. (6.35, 6.37, 6.38) and the
associativity of o are repeatedly used:

MPFESC — AfC 6 MS 0 ME o MF
= [exp(: H(L™'R™'S™'7) :)(SRL™'R™'87'7)]
o [exp(: H(ST) :)(SLS™'T))
o [exp(: H(L™'R™'T) :)(RL™'R™'T)] o [exp(: H(Z) :)(LT)]
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o [exp(: H S
olexp(: H(L*R™Z) :)(RL™*R™'T)] o (L)}
H(L 'R '87'7) )(SRL 'R S '1)]

(SRL"R8'T)]o (SLS~*-RL'R~'-LI)}
=exp(: H(Z) :)exp(: H(L™'R™' . LT) :)

exp(: HS™'-RL™*R™' - L1) )

exp(: HL'R™- LS '-RL'R'-LI):)

(GRL-VE- 1§ RLR-LT),

Similarly, MFRFE MFCSE gnd MECFC are obtained. Altogether, we have

MPFESC — exp(: H(T) :)exp(: H(L™*R™' - L) :)
exp(: H(S™' - RL™'R™' - LT) )
exp(: HL 'R -LS ' -RL'R'-L1):)
(SRL'R™'-LS ' RL 'R '-LT), (6.52)
MIBRFE — oxp(: H(T) ) exp(: H(L™'R™" - LT) :)
exp(: H(RL™*R™* . L7) )
exp(: HL 'R -L-RL'R™'-LI):)
(RL™'R™'-L-RL™'R™'. L), (6.53)
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MPCSE — oxp(: H(T) :)exp(: H(L™'R™'S™' - LT) 1)
exp( H(I?E_IR_IS_I f/I) )
exp(: H(E R 5L REVRE 1) )
(RLR™-SL-RLR™§ - LD), (659
MFCFC = oxp(: H(Z) :)exp(: H(L™'R™'S~" - LT) )

H(
exp(: HSRL™'R™'S™' . LT) :)
H(L RS L SRECRS D) )

A A A

(SRL™'R™'S~'.L-SRL™'R™'S~'-L7). (6.55)

This substandard form is important in that it is essential to proving many of
the core theorems discussed later. Also, using the BCH formula, the substandard
form can be brought to standard form.

6.4.3 Major Correction Theorems

In order to proceed to the discussion of removal of nonlinearities vialongitudinal
symmetries, we have to first study general multicell systems and then four-cell
systems using the maps obtained previously. The goal is to find systems that re-
quire the smallest number of conditionsto be achromatsto a given order. A few
definitions must first be provided, which are the key to the development of the
whole theory.

In addition to symplecticity, midplane symmetry is usually preserved by ac-
celerators and beamlines. Therefore, the transfer map of the forward cell of such
a system can be represented by the standard form with the following pseudo-
Hamiltonian:

H= Y Ciiiaiayrdia=®, (6:56)

Golatyibi

wherei, 4+, +iq+1%, +1p > 3 andi, 414 iSeven because of midplane symmetry
(see Egs. (4.10) to (4.15)). To simplify further notation, we define the polynomials
A(H),B(H),C(H),and D(H) asthose parts of H that satisfy

A(H) = Z Cimiyidiaib$iwyiydidaiabib (Zm + Z.a Odd; Z.a + Z.b even)

B(H) = Z Cimiyidiaibl'imyiydidaiabib (Zm + 1, odd, i, +ip Odd)

Gaiaiyiyid
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C(H) = Z Cimiyidiaib i”didaiabib (Zm + i, even, i, + 1p Odd)

Zm Za Zy Zb Zd

We also define
HY = H(T) = H(z,y,d,a,b)
H® = H(RT) = H(z,y,d, —a, —b)
HS :H( ) ( T y, y ,b)
HC = H(SRI) = H(—=z,y,d,a, —b).

HY = A(H)+B(H)+ C(H) + D(H)
HY = A(H)-B(H)-C(H)+ D(H)
H® = ~A(H) — B(H) + C(H) + D(H)
HY = —A(H)+ B(H) — C(H) + D(H).

We are now ready to present some important results. Some of the proofs will
not be given because they are beyond the scope of this book; for details, see (Wan
and Berz 1996; Wan 1995).

First, we consider a general system of k& cells consisting of the four kinds of
cells whose transfer maps, as already discussed, can be written in the substandard
form. They have the general form

M =exp(: H(Z) :)exp(: HMWI) :)---exp(: HM*VT) (M),
(6.57)
where My is the linear matrix of the systemand M (), i = 1,2,...,k — 1 are
midplane symmetric matrices obtained from combinations of the linear matrices
of previouscellsand &, R, S, S~', and C, C~*. Therefore, det (M ()) = 1.
According to the BCH formula, M can be written as a single Lie operator
acting on alinear map,

M = exp(: Hy(Z)+ Hs(MWIT) 4+ -+ Hy(M* VL) 4. ) (M7T). (6.58)

Since the omitted part contains only monomials of order four and higher, all third-
order terms are held in H3(Z) + Hy(MMI) + .- + Hy(M*—VT). Therefore,
they can only be canceled through symmetric arrangements and extra multipole
elements. But D(H) does not change sign under R, S or C, which suggests that
D(H) cannot be canceled by symmetry. In fact, a large part of it does have this
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TABLE X
OPTIMAL SYSTEMS
System Linear conditions
FRSC (ald) =0, (z]|a) = (a|z) =0
FRFR (ald) =0, (z|z) = (ala) =0
FCSR (z|d) =0, (z]a) = (a]z) =0
FCFC (z]d) =0, (z]z) = (ala) =0

property, which is stated in Theorem 6.4.3. For the following, it is useful to define
D*(H(I)) asthetermsin D(H (Z)) with all exponentsof z, a, y and b even, and
has the form = Can, 2n, ia,2na,20, 22" y* " dida?=b?™ . D~ (H(I)) is defined
as the terms in D(H (Z)) with al exponents of x, y, a, and b being odd, and
it hastheform 3~ C2nm+1,2ny+1,id,2na+1,2nb+1$2n”+1 y2rvtl dlag2net1p2ne+l,
Ng, Ny, Ne, aNd ny are nonnegative integers.

We next list a collection of important theoremsrelating to & cell systems.

For agiven k cell system, itisimpossibleto cancel any term from

DY(H(T)) + DY (H(MWT)) + --- + DT (H(M* D 1T)) (6.59)

solely by the symmetric arrangements of the cells and the choices of special lin-
ear matrices under the assumption that no relations are required among the Lie
coefficients Cimiaiyibid .

Given ageneral k cell system, k hasto be at least four to cancel A3(H(Z)) +
As(HMWOT)) -+ Az(H(M*VT)), B3(H(Z))+Bs(H(MMT)) +-- -+
Bs(H(M®*=17))and C3(H(Z)) + C3(H(MMT)) + - -+ C3(H(M*-1T)).

Given a four-cell system, it cancels As(H(Z)) + As(H(M(WT)) + As(H
(MO)T)) + A3(H(M®)T), Bs(H(T)) + Bs(H(MWT)) + B3 (H(M®T)) +
Bsy(H(M®T)), and C3(H(T)) + Ca(H(MWT)) + C3(H(MPT)) + Ca(H
(M®T))ifandonlyif H(MWT), H(M®PT),and H(M®)T) areequal to HE,
H* and H, respectively, or a permutation thereof.

Table X lists the systems that reach the optimum previously stated.

For the optimal systems, fourth-order achromats can be obtained by cancel-
ing D in the total map. Computer results indicate that this property holds for the
fifth and sixth orders, and it is likely ageneral solution for arbitrary orders.

Utilizing the previous theory, a variety of third- fourth-, and fifth-order achro-
mats have been designed. In the following sections, we provide three examples
that show the basic features.

6.4.4 A Snake-Shaped Third-Order Achromat

The first example is fully achromatic to third order. It is based on a snake-
shaped single-pass system (Fig. 6.10) consisting of four cells. As such, it could
be used as either abeam transport line or atime-of-flight mass spectrometer when
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10000

FIGURE 6.10. Third-order layout.

it is run on energy-isochronous mode. The layout shows that it is a rather com-
pact system. Thefirst-order forward cell containsa 120 ° inhomogeneous bending
magnet and four quadrupoles (Fig. 6.11). The whole cell is symmetric around the
midpoint, which entails that (z|z) = (ala) and (y|ly) = (b|b). Therefore, it is
only necessary to fit five instead of seven conditionsin order to obtain a map of
the form shown in Table XI. Two extra conditions are used to fit the linear ma-
trix to a purely rotational matrix. During the process of fitting, the drifts between
each quadrupole and the dipole are fixed and the variables are the field index of
the dipole, the two field strengths of the quadrupoles, and the drifts before and
between the quadrupoles. The long drifts are places where higher order elements
will be placed.

Instead of utilizing the minimum of four sextupoles, for purposes of conve-
nience a total of 10 sextupoles were utilized to correct the second-order aberra-
tions. They were inserted symmetrically with respect to the dipole as shown in
Figure 6.12. The required values are weak, which indicates that the first-order

%
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M ][) I\é[ M

| QL
FIGURE 6.11. First Order Forward Cell
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TABLE XI
FIRST ORDER MAP OF THE FORWARD CELL

-1.000000 0.0000000E+00 0.0000000E+00 0.0000000E+00 0.2463307E-15 100000
0.0000000E+00 -1.000000 0.0000000E+00 0.0000000E+00 -7.366987 010000
0.0000000E+00 0.0000000E+00 0.1387779E-15 1.000000 0.0000000E+00 001000
0.0000000E+00 0.0000000E+00 -1.000000 0.1526557E-15 0.0000000E+00 000100
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 1.000000 000010
7.366987 -0.2775558E-15 0.0000000E+00 0.0000000E+00 1.733828 000001

M -
I
b
. o
=

L

FIGURE 6.12. Second-order layout of the forward cell. The short elements are the sextupoles.

layout gives weak aberrations and the newly introduced sextupoles will also not
produce strong third-order aberrations.

The last step is to correct the third order aberrations. Fourteen octupoles are
superimposed in the existing quadrupoles and sextupoles because this tends to
require weaker octupole fields. An octupole component is added to the inhomo-
geneousdipolefield, whichisthe 15th and last variable needed for the corrections.
Figure 6.13 shows the beam envel ope of the whole system. Table X1 presentsthe
third-order map, which showsthat (¢|d™) (n = 1,2, 3) are the nonzero terms | eft,
which would make this system an effective time-of-flight spectrometer.

Using an emittance of 1 mm mrad and a momentum spread of 1%, Fig. 6.14
shows the motion of the beam to eighth order around the final focal point. The
uncorrected aberrations of orders higher than three at the focal point add up to
about 10 um horizontally and 3 um vertically, which isindeed quite small.

TABLE XIlI
COSY OuTPUT OF THIRD-ORDER MAP OF THE FOUR-CELL SYSTEM

1.000000 0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 100000
0.0000000E+00 1.000000 0.0000000E+00 0.0000000E+00 0.0000000E+00 010000
0.0000000E+00 0.0000000E+00 1.000000 0.0000000E+00 0.0000000E+00 001000
0.0000000E+00 0.0000000E+00 0.0000000E+00 1.000000 0.0000000E+00 000100
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 1.000000 000010
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 6.935312 000001
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 -21.18904 000002
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 59.36542 000003
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FIGURE 6.13. Third-order beam envelope with the bending magnets shown indeed quite small.

FIGURE 6.14. Remaining aberrations up to order eight (scale: 30um x 20pm).

6.4.5 Repetitive Third- and Fifth Order Achromats

In the previous example, a compact design resulted due to the use of cells bend-
ing intwo different directions. In the case of circular acceleratorsor storagerings,
however, all bending usually occurs in only one direction. For this purpose, the
only possible choice for the layout of athird-order achromat is the FRFR config-
uration.

For our particular case, we utilize the first-order layout of the ESR ring at GSI
and convert it into atime-of-flight mass spectrometer. Because the design is lim-
ited to the FRFR configuration, the first-order map of the forward cell has to sat-
isfy (z|z) = (a]a) = (a|d) = 0, asshown in Table X. The ESR ring contains six
dipoles, 20 quadrupoles, and eight sextupoles as well as RF cavities, beam cool-
ing devices, the injection—extraction system, and beam monitoring devices. Two
long, straight sections divideit into two identical parts, each of which is symmet-
ric about its center (Franzke 1987), as shown in Figure 6.15. Half of thering is
chosen as the forward cell and the quadrupoles are excited symmetrically, which
ensures that (z|z) = (ala) and (y|y) = (b|b) and reduces the number of first-
order knobs from five to three. In order to make a system a mass spectrometer,
(t|d) must also be canceled, which increases the number to four. After the fine-



244 IMAGING SYSTEMS

FIGURE 6.15. Theoriginal ESR.

tuning of the free knob, the third quadrupol e, the best behaved first-order solution
was found and the horizontal beam envelopeis shown in Figure 6.16.

According to the previous theory, four independent sextupoles are required to
obtain a second-order achromat. However, because of the fact that to first order,
the cell Risidentical to the cell F, asimplification is possible based on Brown's
theory of second-order achromats (Brown 1979b; Carey 1981). In this theory it
is shown that a second-order achromat can be achieved by placing two pairs of

FIGURE 6.16. Thefirst-order beam envelope.
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TABLE XIlII
FIRST ORDER MAP OF HALF THE RING.

0.4551914E-14 0.2306961 0.0000000E+00 0.0000000E+00 0.0000000E+00 1000000
-4.334708 0.4163336E-14 0.0000000E+00 0.0000000E+00 0.0000000E+00 0100000
0.0000000E+00 0.0000000E+00-0.1443290E-14 0.5119279 0.0000000E+00 0010000
0.0000000E+00 0.0000000E+00 -1.953400 -0.1817990E-14 0.0000000E+00 0001000
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 1.000000 0000100
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 0.1679212E-14 0000010
0.0000000E+00 0.0000000E+00 0.0000000E+00 0.0000000E+00 -4.187160 0000001

sextupolesin dispersive regions and separating the two in each pair by a negative
identity in both transverse planes. In our case, the first-order one-turn map is a
negativeidentity, and thus the same sextupol e can be used in two consecutiveturns
to satisfy the previous requirements. This is the second reason why the forward
cell ismade symmetric and (y|y) is canceled instead of (y|b) and (bly). Although
in principle a second-order achromat can be achieved with two sextupol es per cell
(half ring), the constraint that the second half be the reversion of thefirst requires
that the sextupoles be split into symmetrically excited pairs. Again, one more pair
is inserted to remove the term (¢|d?) as shown in Table XI1I. Sixteen octupoles
were introduced to correct the remaining third-order aberrationsincluding (¢|d ?).
The positions of some of the multipoles were carefully chosen to minimize the
required field strengths, which resulted in aredlistic setting.

Since our goal is to make ESR a multipass time-of-flight mass spectrometer,
its dynamic aperture has to be studied in detail. This was done by tracking the
number of turns using its eighth-order one-turn map. For particles of momentum
spread of +0.25% to survive 100 turns, the horizontal and vertical apertures must
be approximately 17 mm mrad.

The resolution was determined in a statistical manner by sending a large num-
ber of particlesinside a certain phase space areathrough the eighth-order one-turn
map n times, from which the n-turn time-of-flight of each particle was computed.
Considering the random errors of the detector, which was assumed to be about
100 ps, the predicted mass deviations of all particles were calculated. Finally, the
difference between the predicted and initial energy deviations was obtained and
the resol ution of the ring was determined by cal culating the inverse of the average
difference. The dependence of the resolution on the number of turnsis presented
inFig. 6.17.

As a proof of principle, a circular fifth-order achromat is designed by can-
celing the term D in the total map described previously. The first-order layout
should avoid large changesin the beam width in order to minimize nonlinear aber-
rations; furthermore, there should be enough room for the insertion of correction
multipoles. Another consideration is that, if possible, the number of first-order
conditions should be further reduced through symmetry arrangements inside a
cell.
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FIGURE 6.17. Resolution versus number of turns.

The result of these considerations is a ring shown in Fig. 6.18, which con-
sistsof 16 FODO cells plustwo dispersion correction sections each including two
quadrupoles. Theleft half isthe forward cell and theright half isthe reversed cell.
Achromaticity is obtained after two turns. The forward cell consists of two parts,
one of which isthe reversion of the other. This guaranteesthat (z|z) = (ala) and
(yly) = (b]b). All four FODO cells within one part of a cell are identical except
that the last one has an extra quadrupole for dispersion correction. Hence, there
arethree knobsfor thefirst-order design which can zero (z|z), (ala), (y|y), (b]),
(z|d) and (a|d) at the same time. Figure 6.18 shows that the beam travels around
the ring in a uniform manner, avoiding large ray excursions. As described previ-
ously, asecond-order achromat is achieved by placing and exciting symmetrically
two pairs of sextupolesin each half.

After investment in a careful first- and second-order layout, the third-, fourth-,
and fifth-order corrections are conceptual ly straightforward, even though they are
computationally more demanding. In the whole process of optimization, only two
aspects are worth mentioning. First, the required multipole strengths strongly de-
pend on the average distance between multipoles of the same order. In order to
keep their strength limited, it is important to dimension the total size of the ring
and the dispersive region sufficiently large and distribute multipoles of the same
order approximately uniformly. Second, all decapoles haveto be placed in regions
with sufficient dispersion because al the fourth-order aberrations remaining after
third-order corrections are chromatic aberrations. The combination of these con-
siderations results in weak multipole strengths for third-, fourth-, and fifth-order
corrections.
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FIGURE 6.18. Layout, beam envelope and dispersive ray of the achromatic ring. Circumference:
266.64 m; Emittance: 30or mm mrad; Dispersion: 0.3%

The 1000-turn dynamic apertures for both horizontal and vertical motions are
studied using 11th-order maps. For particles of momentum spread of +0.5% to
survive 1000 turns, the dynamical apertures are at least 100 # mm mrad both
horizontally and vertically. They are much larger than the acceptance of the ring,
which is approximately 3040 7 mm mrad. Figure 6.19 shows the horizontal mo-
tion of on-energy particles up to 1000 turns. The absence of linear effects as well
as any nonlinearities up to order five leads to a very unusual behavior that is en-
tirely determined by nonlinearities of order six and higher.

The time-of-flight energy resolution of this ring was determined in a statistical
manner similar to that of the previous example except that the one-turn map is of
ninth order. The dependence of resolution on the number of turnsis presented in
Fig. 6.20.

15 mrad

—_— EECR Y —00-mm

FIGURE 6.19. 1000-turn tracking of the z—a motion of on-energy particles.
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Chapter 7

Repetitive Systems

For the past three decades, repetitive beam optical systems such as synchrotrons
and storage rings have represented one of the mgjor tools for high-energy physics
studies. Recently, synchrotron radiation from electron storage rings has been in-
creasingly used in fields such as condensed matter physics, chemistry, and bi-
ological sciences. All these repetitive devices require that the particles remain
confined in the ring, which means that the motion is stable in that their coordi-
nates do not exceed a certain bound d. Therefore, the study of the dynamics of
repetitive systems has long been akey concern of beam physics.

The description of these repetitive systems in terms of maps relating initial
phase space coordinates to final phase coordinates is much the same as for the
case of single-pass systems. For the repetitive systems, it is most convenient to
compute the map for one complete revolution of the device, the one-turn map.
Instead of studying the long-term behavior of the differential equations governing
the motion, we study the repeated application of a map. This idea has been used
since the beginning of the study of dynamical systems, which originated with the
extensive work of Henri Poincare (1993), and in acknowledging this is usually
referred to as the Poincare M ap.

The study of the Poincare map is indeed sufficient for the understanding of the
stability of the entire device. Should the repetitive application of the Poincare map
result in unstable motion, then surely the underlying differential equations are
unstable because the repeated application of the Poincare map merely corresponds
to the evaluation of the solutions of the differential equationsat certain fixed times
n - At. On the other hand, should the repetitive application of the Poincare map
show stability for acertain region GG, then one merely hasto verify that thisregion
G transports through the system once without exceeding d in between, which can
usually be achieved without high requirementsfor accuracy.

The questions associated with the stability of repetitive systems are usually
of aquitedifferent natureasin the case of single-pass systems. In case asystem
is transversed only once, the correction or control of aberrationsis the dominat-
ing question, and the knowledge of aberrationsto sufficiently high order allows a
complete understanding of the system under consideration. In the case of repet-
itive systems the situation is more complicated and subtle since for sufficiently
large numbers of iterations, even slight approximations that are made in repre-
senting the system may build up over many turns.

249 Copyright (© 1999 by Martin Berz
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To understand this fundamentally important effect qualitatively, we consider
a repetitive system that is well behaved in the sense that the particles are sta-
ble. Consider the motion of one particle through the Poincare map, and record
its phase space position over many turns. Now assume the system is perturbed in
such a way that after each turn, the particle’s coordinates are moved by a small
amount depending on the position of the particle. In some instances, the various
displacements may aver age out, and the qualitative behavior of the particleisthe
same as before. On the other hand, it may also happen that at the locations the
particle visits, the displacements have a tendency to move in the same direction
and thus repeatedly enhance each other, which over longer terms may funda-
mentally change the character of the motion and even lead to itsinstability. While
qualitatively it is very difficult to characterize this effect in more detail, it isto be
expected that consequences are more likely if the particle’'s motion is restricted
to only afew locations in phase space. In this case, the average of the effect has
to be taken over a much smaller region, and hence the likelihood of it averaging
out decreases. This effect is particularly pronounced if the particlein fact exactly
repeats its motion after & turns, which we call a kth-order resonance. Many of
these effects can be described very well in aquantitative manner with the so-called
normal form methods discussed in detail |ater.

7.1 LINEAR THEORY

While the understanding of the detailed effects of repetitivemotion isusually very
complicated, aslongasthe motionislinear, it iscompletely straightforward. Since
the work of Courant and Snyder (1958), the linear theory of repetitive systems has
been fully devel oped and has become abasic tool in the design and understanding
of circular machines. In this section, we discuss the stability of the linear Hamil-
tonian motion and the invariant ellipses and the behavior of the elliptical beam
phase space. An overview of various types of lattices used in circular machines
can befound in (Berz, Makino, and Wan 1999).

7.1.1 The Stability of the Linear Motion

Asdiscussed previously, the stability of themotion of charged particlesisthe most
important problem for arepetitive system because particlesusually haveto stay in
the system for millions of turns. The stability of the linear motion is determined
by the eigenvalues of the transfer matrix; if any of them has an absolute value
>1, the motion is unstable. This can be seen as follows. Suppose the initial state
of aparticleis an eigenvector V; with eigenvalue \ ;. After n, turns, the final state
is

Vi (7.1)

7= A
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therefore, by one of the properties of alinear vector-space norm,
Fell = A0 - V3

Hence, if |A;] > 1, the “length” of 7, goesto infinity as n becomeslarge. In the
more general casethat ; is alinear combination of eigenvectors, 7; = 3, ax Vk,
its component in direction of V; will till increase with a factor of |\;|™; there-
fore, the motion appears to be “drawn” toward this dominating eigenvector and
ultimately will behave very similarly to Eq. (7.1). Hence, if [Amax| > 1, Some
particleswill belost, and the deviceislinearly unstable.

As shown in Chapter 1, Section 1.4.4, the system of a particle moving in elec-
tromagnetic field can be described by a Hamiltonian, which according to Liou-
ville's theorem (Eg. 1.184) entails that the phase space volume is conserved, and
according to (Eq. 1.239) the transfer map is symplectic, which means that its Ja-
cobian M satisfies

MJM! =], (7.2)

where .J is the matrix from Eq. (1.86).

A direct result of symplecticity is that the eigenvalues always appear in re-
ciprocal pairs. This can be shown from the facts that det(1/) = det(J) = 1,
J? = —I and det(M*) = det()). From the previous symplectic condition, we
obtain M = —.J(M*)~1.J. Hence,

det(M — \I) = det(—J(M?)~'J — X) = det(—(M?)~" + A)

= det(—1 + AM?') = \*'det <M - %1)

where 2v is the dimensionality of phase space. Moreover, the fact that A is real
requires that any complex eigenvalues also appear in conjugate pairs. Therefore,
when |A| # 1 and A # 0, they are dways in quadruples arranged symmetri-
cally with respect to the real axis and the unit circle (Fig. 7.1). The discussion
at the beginning of this section shows that the system is linearly stable when all
eigenvalues of M satisfy |A] < 1. Thisimpliesthat the system is stable when all
eigenvalueslie on the unit circle. In this case, reciprocity and conjugacy are the
same, and thus the eigenval ues aways occur in pairs.

Next, we study the stability of a system with respect to a small perturbation,
and under what conditions its stability is sensitive to the perturbation. We first
discuss the casein which M is nondegenerate, i.e., all 2v eigenvaluesare distinct.
Then it is possible to draw circles centered at each eigenvalue such that none of
the circles intersect (Fig. 7.2). If the perturbation is small enough, al eigenval-
ues of the perturbed system still lie in their respective circles. Suppose that one
eigenvalue A moves off the unit circle, which meansthat |A| # 1. Symplecticity
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A

FIGURE 7.1. Eigenvalues of asymplectic matrix.

would then require that another eigenvalue A’ = 1/ exists in the same circlein
which )\ lies. Asaresult, the total number of eigenvaluesis >2v, whichisnot pos-
sible. This shows that nondegenerate stable system remains stable under small
perturbations.

The previous arguments prove that perturbing a nondegenerate stable system
causes the eigenvalues to move aong the unit circle. What happens when two
eigenvalues collide? First, when two eigenvalues collide, their complex conju-
gates also collide. These four eigenvalues can form a quadruple, can leave the
unit circle, and can make the system unstable (Fig. 7.3). Collisions aso oc-
cur when two complex—conjugate eigenvalues meet on the real axis. These col-
lisions may lead to instabilities because Im(\) vanishes at the collision point
(Fig. 7.4).

Now, we discuss a method to decouple a general, not necessarily symplec-
tic, linear matrix into 2 x 2 blocks, which will make it much easier to study the
evolution of the system. In the following, we assume that the linear part of the
phase space map has distinct eigenvalues, which is the case for most important
systems. Then the linear part of the map can be diagonalized. We now group the
eigenvalues such that complex—conjugate eigenvalues form pairs; we group any
remaining real eigenvalues into pairs by demanding that the elements of a pair
have the same sign. This is always possible since the determinant is positive and
thus there is an even number of negative eigenvalues.
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FIGURE 7.2. Behavior of nondegenerate eigenvalues under small perturbation.
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FIGURE 7.3. Possible behavior of degenerate eigenvalues under small perturbation.
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FIGURE 7.4. Callision of complex—conjugate eigenvalues on the real axis.

Each pair we write as r; - e™4. In the case of a complex pair, this is readily
accomplished by choosing r; and y; as the modulus and phase. In the case of a
real pair R1; and R»;, wechooser; = /R R»;, wherethe signis determined
to be the same asthat of R,; and R»;. Wethen choose ui; = i - log(y/R1j/Ra;)-
Since the determinant is nonzero and R, ; and R»; are of the samesign, r; and
are always well-defined.

Denoting the eigenvectors corresponding to r je*i#i by s;t we obtain that in
the eigenvectors basis, the linear part of the map has the form

rle-‘rlM
rie e
0

. (7.3)

ryet e

rpe e

We note that if the jth eigenvalue pair consists of complex conjugate eigenval-
ues, then so are the associated eigenvectors, and if the jth eigenvalue pair is real,
so are the eigenvectors.

We now perform another change of basis after which the matrix is real. For
each complex conjugate pair of eigenvalues, we choose the real and imaginary
parts of an eigenvector as two basis vectors. For each pair of real eigenvalues, we
choose the two real eigenvectorsthemselves.
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The result of this change of basisis amatrix having 2 x 2 subblocks aong the
diagonal. A subblock originating from a complex eigenvalue pair will have four
nonzero entries, and a subblock originating from a real eigenvalue pair will be
diagonal. Therefore, the matrix has the form

ai bl
C1 d1 0
(7.4)
0 ay by

We note that if the underlying matrix is symplectic, it is possible to scale the
transformation matrix such that it is also symplectic viaa Gram-Schmidt like pro-
cedure with the antisymmetric scalar product <, >. Since products of symplectic
matrices are symplectic, so isthe transformed matrix.

This decoupling provides a convenient stepping stone to the computation of the
quantities relevant for a study of stability. With the linear matrix decoupled by the
method described previously, or by the symmetry of the system (e.g., the midplane
symmetry in Section 3.1.2), it is sufficient to study only one of the 2 x 2 blocks
to understand the linear behavior of the system. The characteristic polynomial of
a2 x 2 matrixis

N —-T-\+D=0, (7.5)

where T and D areitstrace and determinant, respectively. Animmediateresult is
that A\ A2 = D. When D > 1, the system is always unstable because there would
be at least one eigenvalue whose absolute value is >1. However, in practice this
case will never be chosen deliberately in single-particle systems and therefore
will not be discussed further. When D < 1, the system is stable not only when
the eigenvalues form a complex—conjugate pair but also when they are real num-
bers and both of them have absolute values smaller than 1; this case occurs when
dampingis present. When D = 1, the system is symplectic; it is stable only when
the eigenvalues form a compl ex—conjugate pair.
The eigenvalues of Eq. (7.5) are given by

T

T 2
vo=T () b oo

The nature of the eigenval ues depends on the relation between T' and D.
Asthefirst case, we consider |T'| > 2v/D. Then \; » arereal numbers. If D <
1, the system can be stable or unstable depending onthevalueof T'. If D = 1, the
system isunstable and a phase space point from it moves along a hyperbola, which
can be seen as follows (Fig. 7.5). Considering motion in eigenvector coordinates
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FIGURE 7.5. Trajectories of phase space points in the eigenvector coordinates in case of
[tr M| > 2.

V, and Vs, we have

Zo = agVi + boVh,
M

= MaoVi + A2boVa
= Clﬂﬁ + b1‘72-

1

1

Thus, the relations between the components are
a; = Aiag, (7.7)
by = A2bp. (7.8)
Since A1 - A2 = D =1, we obtain that
a1 by = agby = const. (7.9

This curve shows that the particle moves further out and the system isunstable.
As the second case, we consider |T'| = 2+/D. The eigenvalues are degenerate,
where

Ao ==+VD. (7.10)

Therefore, the motion is stablewhen D < 1. If D = 1, itismarginally stable;
that is, it can become unstable under perturbation as discussed previously.
Asthethird case, we study |T| < 2v/D. The eigenvalues are

T . T \’
Mo=VD ﬁiz F(ﬁ) . (7.11)
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We introduce
r=+vD
= sign(b) - acos <L) (7.12)

where sign(b) = +1if b > 0, and sign(b) = —1 if b < 0. The solutions can be
written as

Ao =7-etih, (7.13)

Itisclear that A1 2| = r, and hence the motion is stablewhen D < 1.
It is useful and customary (Courant and Snyder 1958) to introduce a set of new
quantities, the so-called Twiss parameters

_a—d
© 2rsinp
b
~ rsinp

c

y= . (7.14)
TS [
The Twiss parameters satisfy 37 — a® = 1, so they are not independent. Two of
them, together with » and u, determine the matrix M. We note that B is aways
positive.
Using the Twiss parameters, the matrix can be written as

= < cos pu + asin Bsmu‘ > (7.15)
—ysin p COS jt — asin

For the sake of completeness we note that in the important case of 8 # 0, the
e genvectors assume the compact form

V1,2 = (’Lﬂ, —ia F 1) (716)

The Twiss parameters define the similarity transformation in which the map is
diagonal, and we obtain

0 r.e W

~ A o . ptin
A~M~A1:<’"e 0 ) (7.17)

(B i . (l—ia)/2iB —1/2
AT = ( “l-ia 1-ia ) and A‘( (1 +ia)/2iB +1/2>'
(7.18)
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Sincethecase r > 1, and thus D > 1, leads to unstable motion, it is not of
interest to us. When r» < 1, and thus D < 1, the phase space area shrinks with
each turn. Thisis the case when damping is present. If the damping is strong and
r is significantly smaller than unity, the nonlinear motion is simple, whereas if
the damping is weak and thus r is very close to unity, the motion is similar to the
onewith r = 1. Thus, in the rest of this section only stable symplectic motionis
studied.

First, the transfer matrix can be written as

= ( COS 14 +‘as1nu Bsm,u‘ ) , (7.19)
—rysin p cosp — asinp

which has the eigenvalues \; » = e, Here, the quantity y is a very important
characteristic parameter of arepetitive system, and is called the tune. The eigen-
vectors satisfy the same relation as the eigenvalues, V; = 15. We now introduce
anew basis that is defined by the unit vectors V, = Re(V;) and V_ = Im(V}).
Expressed in these unit vectors, the motion is said to be in linear normal form.
In this coordinate system, we have

Mz = ( cosp st )z, (7.20)
—sinp  cosp

which means that any particle moves in a circle; therefore, the motion is stable
under iteration (Figure 7.6). The angular advance in the normal coordinates is
constant for each iteration and equals the tune .

Note that in the original coordinates, the angular advance does not have to
be constant from turn to turn; but it can quickly be determined that over many
turns, the averageangular advanceequalsthetune. For this purpose we observe
that the angle advance in the original coordinates can be described by the angle
advancedueto thetransformationto linear normal form coordinatesplusthe angle
advance in linear normal form coordinates plus the angle advance of the reverse
transformation. Since for many iterations, the transformation advances contribute
only an insignificant amount, the average approachesthe anglein the normal form
coordinates.

It is very important in practice to ensure the stability of the accelerator when it
is under small perturbation. As shown previoudly, this requires that the traces of
any submatrix lie between —2 and 2 and al so that the traces be different from one
another. Furthermore, the choice of the traces, and thus the tunes, is crucial to the
nonlinear behavior of a repetitive system and often a delicate one in the sense of
trying to avoid the so-called resonances.

To conclude this discussion, we address another aspect of repetitive motion,
namely, the behavior of off-energy particles. In case there are no accelerating
structures, such as in a plain FODO lattice (focusing element, defocusing ele-
ment, and drifts denoted by O), the energies of the individual particles stay con-
stant in time but affect the motion in that particleswith higher energy are bent less
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in dipoles and in quadrupoles. Therefore, the existence of dipoles, which are al-
ways present in repetitive systems, causes the off-energy particlesthat movealong
the center to drift away from it. Likewise, the focusing power of quadrupolesis
changed for off-energy particles. Conseguently, closed orbit aswell asthe tunes of
the off-energy particles are likely to differ from those of on-energy particles. The
tune shifts caused by the energy deviation are customarily called chromaticities.

The presence of different off-energy closed orbits and tunesleadsto potentially
different stability properties of off-energy particles. Therefore, it is a standard
practice in accelerator design to eliminate at least first-order chromaticities, i.e.,
the linear dependence of the tunes on energy, in order to increase the range of
energy acceptance.

We now address the linear behavior of the off-energy particles, which can be
described within a matrix theory. The full nonlinear behavior of these particles
will be discussed in detail in Section 7.2.3. For alattice satisfying midplane sym-
metry, (y|d) and (b|d) vanish; hence, a3 x 3 matrix can describe the motion:

) (elr) (e]a) (z]d)
M, = | (ala) (ala) (ald) |. (7.21)

When studying the eigenvalue spectrum of this matrix, different from the 2 x 2
case, thereis now an additional eigenvalue, which can be read to be 1. The corre-
sponding eigenvector is a fixed point of the matrix and is denoted as (i, ', 1). It
is easy to show that

[1 = (ala)](z|d) + (z]a)(ald)

, = Lt , (7.22)
y (x|;1:2)(]§ald()zo4sj ;E;”x)(x'd)' (7.23)

The values of n and n’ describe position and momentum of the fixed point of
an off-energy particle with d = 1. Similarly, the fixed point of an off-energy
particle with another value of d is given by (nd, n'd) because (nd,n'd, d) isaso
a fixed point of M,. Apparently, the value of 7 for different positions around
the accelerator is an important quantity for its description, and it is commonly
referred to as the eta-function.

The knowledge of n and n’ allows the introduction of new relative coordinates
around the fixed point. In these coordinates, the matrix of the linear motion as-
sumesthe form

0
(alx)* (ala)* O >, (7.24)
1
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FIGURE 7.6. Trajectories in the case of |trM| < 2.

and in particular hasthe same 2 x 2 block form as before. This allows the compu-
tation of tunes of off-energy particles as arccos(((z|z)* + (ala)*)/2) and hence
their dependence on different values of d.

7.1.2 The Invariant Ellipse of Stable Symplectic Motion

In this section we study the dynamics in a linear stable symplectic system. As
shown in Eq. (7.19), the matrix has the form

= < cos [ +‘asm,u Bsmu. >’ (7.25)
—ysinp cosp — asinp

and we have det()/) = 1, whichimpliesthat 8y — o2 = 1.
First, we prove that

(7 a7 a
Mt<a6>M_<aﬁ>. (7.26)

LetT = ( Toa ).Weintroducethe matrix K = < o B ) = JT.
a f -y -«
Then M can be expressed in terms of & and the 2 x 2 unity matrix I:

M = fcosu + Ksin 1. (7.27)
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We have
TK:<%' ai><ai ﬂz’):j
a; B —Y oy
K'T = K!'Tt = Jt = —J
K'TK=—-JK =T
and so

A

MTM = (Icosp + K sin p)T(I cos p + K sin )

It follows that the quadratic form,
#TZ=e¢, (7.28)

remains invariant under the transformation M. This relation entails that if the
envelope of a beam at the beginning fills the ellipse described by the quadratic
form, it will remain the same after one turn and hence after any number of turns.
This éllipseis an invariant of motion, which is called the invariant ellipse or the
Courant—Snyder invariant. A beam that fills an invariant ellipse is said to be
matched to the repetitive system. If the beam is not matched, the beam size at a
certain point will vary from turn to turn, which isreferred to as beating (Fig. 7.7).
Theinvariant ellipse of a stable repetitive system is a characteristic of the sys-
tem and isasimportant asthe tune. Also, it has universal importance, independent
of the particular location of the Poincare section. Consider two Poincare sections
at different locations around a repetitive system, and let M, and M be the one-
turn maps describing the motion from the respective Poincare sections. Let M,
and M21 be the maps from section 1 to 2 and from section 2 to 1, respectively.
Then M, and M, can be expressed in terms of M, and Ms; viathe equations

Ml = ]\;[21 . M12 (729)
My = Mo - My;. (7.30)

By eliminating M, we obtain the following relationship between M, and M,:
My = My - My - ME (7.31)

This entails that M, and M- have the same trace and hence the same tune. Fur-
thermore, if the system is matched at one Poincare section, it is matched at the
other.
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FIGURE 7.7. Therelationship between the beam ellipse and the machine ellipse.

7.1.3 Transformations of Elliptical Phase Space

Here, we discuss how a beam traverses phase space. In readlity, the shape of the
phase space of a beam can be irregular, and there exist various ways to model it.
For example, parallelograms and other polygons are sometimes used to represent
beams in single-pass systems. The study of the transformation properties of such
apolygon is straightforward; since the transformation preserves straight lines, it
is sufficient to study the transformation of the corner points of the polygon.

Another important approach is to describe the beam by an ellipse. Similar to
polygons, the transformation of ellipses occurs through linear transformations,
and it is merely necessary to study the transformation properties of the parameters
describing the ellipse. Thisis particul arly advantageousfor repetitive systemsthat
are operated most efficiently if the beam fills the invariant ellipse of the system.

In the following we study the propagation of such beam ellipses through linear
symplectic transformations. To begin, we study some basic geometric properties
of ellipses. An arbitrary ellipse centered at the origin is described by

(%@(Zy §><2>:6 (7:32)

The quantity £ serves as a scaling parameter, and without loss of generality we
thus require the determinant of the ellipse to be unity, i.e., 3y — a? = 1. After
simple arithmetic, we have

vz? + 2aza + fa’ =, (7.33)
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FIGURE 7.8. Elliptic phase area.

from which we determine that the axisinter sections of the ellipse are

v B

To determine the maxima in the z and a directions, let
f(z,a) = y2* + 2aza + Ba*;
then we have
Vf= (2vz + 2aa, 2az + 28a). (7.35)

Atz (Vf)e = 0; thus, at this point, a = —a/p - z. We definethe slope S of the
dlipse as

S=- (7.36)

a
5
Inserting a back into Eqg. (7.33), we obtain z,,; in a similar way, we can obtain
am . Altogether, we have

Tm = +1/Be and am = £,/7E. (7.37)

As a function of the position s around the ring, the quantity /5 is a measure for
the beam width and is thus important. The function 5 is often called the betatron
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or beta function and z,.x the beam envelope. It is worth noting that the area
of the beam ellipse described in Eq. (7.33) is 7e, which is called the emittance
(Fig. 7.8).

Now we return to the question of beam ellipses transformations. Suppose at
one point a beam fills the ellipse

(21, 01) ( o ) ( o ) . (7.38)

Under amap M, the point (1, a;) movesto

<2§):M<2i) (7.39)
<‘C’Z ):M1<§z > (7.40)

Inserting this relation back into Eq. (7.38), we obtain the new beam €ellipse as

(22, az) [(M—l)t < Zyll gll >M—1] ( Z";’ > —c. (7.41)

Conversely, we have

Since

oy (g )] = [ (g )ar].

the beam still fills an ellipse at point (x5, a2). The relations between the initial
and final beam parameters are explicitly given as

Ba (z]z)? —2(z|z)(z|a) (z]a)?
ay | = | —(zlz)(alz) (z]z)(a|a) + (z|a)(alz) —(z|a)(ala)
V2 (alx) —2(alz)(ala) (ala)®

. (631 . (742)
71

For the special case that the transformation describes one turn around a ring
of a beam that is matched to the machine, we would have that (52, as,v2) =
(B1,a1,71)- Viewedinterms of Eq. (7.42), this represents an eigenval ue problem
and offers another way to compute the invariant ellipse of a given system.
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FIGURE 7.9. The behavior of 3 through a drift.

As an exampl e for the transformation properties of abeam ellipse asafunction
of s, we consider the transform through a drift, which has the transfer matrix

a-(1)

Plugging the matrix elementsinto Eq. (7.42), we have
62 = Bl — 280[1 —+ 82’)/1. (743)

Therefore, the beta function of the beam varies quadratically in adrift. The min-
imum of 32 occursat s = ay /1, and this point is called thewaist (Fig. 7.9). The
betatron function around the waist is often written as

82
B
Note that the location of the waist does not have to coincide with the location of
an image. Furthermore, we observethat awaist is characterized by a5 = 0.

B(s) =B + (7.44)

7.2 PARAMETER-DEPENDENT LINEAR THEORY

So far we have discussed only the linear properties of ideal repetitive systems and
their impacts on design considerations. When studying the nonlinear effects of
the motion, there are two separate aspects that can be considered. The first is the
influence of parameter sincluding energy spread and also magnet misalignments
and magnetic field errors on the linear motion, which will be discussed here.
The second consideration addresses the full nonlinear dynamics of the particles,
which requires more sophisticated tools including normal form methods and is
addressed in Section 7.3.
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Deviations of variouskinds, such as energy spread, magnet misalignments, and
magnet field errors, change the linear dynamics in possibly complicated ways. It
is very important to study these changesin order to decide on error tolerances for
a specific design. Among all the linear quantities discussed previously, changes
in tunes usually affect the motion most severely. As discussed previoudly, it is
important to “sample’ phase space uniformly in order to not be susceptible to
resonances. For tunes, this means that the tune should not be a rational number,
and the ratio of tunes should not be rational. Therefore, any shiftsin tune due to
changes in parameters may potentially destroy the stability of a system, and so
it isimportant to control them. Among all changes in tune, tune shifts caused by
energy spread are the most important because the energy spread is usually large
compared to other factors.

Differential agebra (DA) methods provide a powerful tool to study the influ-
ences of perturbations to linear quantities such as tunes and lattice parameters
to very high accuracy. Here, we first study the method of finding parameter-
dependent fixed points of a map, which is the foundation for the algorithm of
the parameter-dependent tune shifts and normal form theory (see Section 7.3).
The algorithm for computing tune shiftsis outlined later, asis correction of chro-
meaticities, which is adirect application.

7.2.1 The Closed Orbit

As discussed in Section 7.1, the energy dependence of fixed points identifying
the closed orbit is very important to accelerator design. Similarly, if large errors
are present, it isimportant to study their influence as well. In general, knowledge
of the parameter dependency of fixed points is needed to compute parameter-
dependent tune shifts to high orders. Let us assume we are given a set of param-
eters . , which may include the energy of the particle but also important system
parameters. As discussed in Chapter 5, the map M(Z'p, 5) of the system depend-
ing on the variables ' as well as the system parameters § can be obtained to any
order using DA methods. Our goal is to establish a nonlinear relationship be-
tween the fixed point 2; and the values of the parameters §. As always within the
perturbative approach, we are interested only in the nth order expansion of this
relationship.

In order to determine how the fixed point 2’z depends on the parameters 5, we
observe that the fixed point satisfies

=

(27, 0) = M(Zp,d). (7.45)

This fixed-point equation can be rewritten as

—

(M — Irr) (Zr,8) = (0,0) (7.46)

where the map Iy contains a unity map in the upper block corresponding to
the variables Z’ and zeros everywhere else. This form of the fixed-point equation
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clearly shows how the parameter-dependent fixed point 2’ can be obtained: It is
necessary to invert themap M — I'g. Since we are interested only in the proper-
ties of the inverse up to order n, we work with the equivalence class [M — I],, of
the map and apply the technique given in Section 2.3.1 to obtain the equivalence
class [Zp],.

As previously determined, we can compute the nth order inverseif and only if
the linear part of the map is invertible. While this is always the case for transfer
maps, here the situation is more subtle; the map is invertible if and only if the
phase space part of M does not have unit eigenvalue. However, since such an
eigenvalue can lead to an unstable map under small errors as discussed previously,
itisavoided in the design of repetitive systems. Altogether, up to order n, thefixed
point is given as the upper part of

(Z7,0)n = [M = Tg],* (0,6). (7.47)

7.2.2 Parameter Tune Shifts

Asthefirst step in the computation of tune shifts, we change coordinates by per-
forming a transformation to the parameter-dependent fixed point. In these
coordinates, the map is origin preserving, i.e., M(0,8) = 0. Furthermore, thelin-
ear motion around this new fixed point follows ellipses, as discussed previously.
This also implies that al partial derivatives of the final coordinates with respect
to parameters alone vanish.

The key consequence of this transformation is that we can now view the map
in such away that the partial derivatives of the fina phase space variables with
respect to the initial phase space variables and hence the aberrations depend
on the system parameters, but the system parameters do not influence the map
otherwise. Therefore, in this view, our map now relates initial phase space coor-
dinatesto final phase space coordinates, and the expansion coefficients depend on
the parameters.

We now compute the linear matrix of motion in which all matrix elements
depend on system parameters to order n. If the motion is in the form of 2 x
2 subblocks, we obtain a matrix M consisti ng of matrix elements that are now
equivalence classes of order m = n — 1 depending on the parameters

= () 140

Note that one order islost in the process: Since a was afirst derivative, its (m)th
derivativeswith respect to the parametersare certain nth derivatives of theorigina
map M.

The computation of the parameter dependence of the tunes is now quite
straightforward. Following common DA practice, wereplace al real operationsin
the computation of the tunes and dampings by the corresponding DA operations.
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After the motion is decoupled, i.e., the map is already in 2 x 2 block form, this
merely involves the computation of the class of 1 from the determinant and trace.
In particular, we obtain

. [a]m + [b]m >
= sgn(f]) oo (et B ) a9
where the arccos and sign operations are acting in DA.

Inthe case of coupled motion, conceptually the strategy isthe same. In addition,
one simply replaces all operationsin the whole eigenval ue package necessary for
bringing the motion to block form by the corresponding ones in DA. Since for
low dimensions, good eigenvalue and eigenvector algorithms are very efficient,
the additional effort is minor. Altogether, a very compact algorithm results, and
compared to the more general DA normal form algorithm discussed later which
obtains the parameter-dependent tunes as a by-product, the tune shifts are ob-
tained in an efficient and straightforward way.

7.2.3 Chromaticity Correction

As discussed in Section 7.1, the correction of chromaticities plays an important
role in accelerator design. Here, we show an immediate and useful application of
the algorithm outlined in the previous sections, namely, the correction of chro-
maticities using system parameters. To this end, we utilize the method of the pre-
vious section to write the v tunes in terms of the system parameters

fi =m T(0). (7.50)
The map 7 contains a constant part (the linear tunes) as well as nonlinear parts,
and the algorithm of the previous section allowed us to computethe class [T ,,,—1
of T.

We now split the parameters into the energy deviation d;, and the true system
parameters. For the subsequent discussion, we are interested only in the case of
v true system parameters, i.e., one for each phase space pair. Furthermore, we
choose the parameters such that they do not produce tune shifts by themselves but
only in connection with energy deviations. For example, this can be achieved by
using the strengths of v suitably chosen sextupoles as parameters. (Quadrupoles
strengths are not useful because they produce tune shifts even without d,, since
they obvioudly affect the linear tune.) In this case, the tune equations reduce to

=

fi = fio +di - @+ dy - S(8), (7.51)

where S is a nonlinear map. To correct the chromaticities, i.e., make the tune
independent of d,, requires that the following be satisfied:

Z+8(8) =0, (7.52)
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FIGURE 7.10. Thelayout of asimple superperiod 3 DBA lattice.

which can be obtained by choosing
§=571(-9

if theinverse of S exists. From S—! we now pass to its equivalence classes and
use the inversion algorithm (Eq. 2.83). This yields the classes [ 4],,, and hence the
Taylor expansion of the strengths of v suitably chosen elements to correct the
chromaticities. Using these Taylor expansions, an approximate value for ¢ can be
computed. Since the missing terms scale with the nth power of 5 iterating the
procedure yields very fast convergence, requiring only very few stepsin practice.
To illustrate the method, we use a simple storage ring designed for 1 GeV

protons, with superperiodicity 3 and each cell being a double bend achromat (see
(Berz, Makino, and Wan 1999)). The quadrupoles outside the dispersion region

help to obtain the designed tunes (Fig. 7.10). From Table |, it is obvious that the
chromaticities are large after the first-order design. Note that the so-called first-

order chromaticities are in fact second-order quantities since the tunes are first-

order quantities. The sextupolesinside the dispersive region are used to correct the
first-order chromaticities. Using the methods discussed previously, the strengths
of the two sextupoles are adjusted to make the dependencies vanish. After five
steps the sequence converges, the results are shown in Table 1.
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TABLEI
CHROMATICITIESBEFORE CORRECTION

Energy tune shifts Order  Exponents

0.6500000000412144 0 00000
—2.487379243931609 00001

1
0.3399999569645454 0 00000
—1.491359645132462 1 00001

TABLE I
CHROMATICITIESAFTER CORRECTION
Energy tune shifts Order  Exponents
0.6500000000412144 0 00000
—0.9405857911266889E — 09 1 00001
0.3399999569645454 0 00000
—0.2365239133389891E — 08 1 00001

7.3 NORMAL FORMS

In this section, we will discuss a method to obtain many quantities of interest for
repetitive systems exactly. In particular, it will allow the computation of thetune
of a given particle under nonlinear motion and thus the shifts from the linear
tune due to the particle’s distance from the origin. It will also provide a family
of approximate invariants of the nonlinear motion as an extension of the linear
ellipses. Finally, it will provide a mechanism for the detailed and quantitative
study of resonances as well as amethod for their correction.

Normal form ideas were introduced to the field by Dragt and Finn (1979) in the
Lie algebraic framework (Dragt and Finn 1976; Dragt 1982). While the original
paper (Dragt and Finn 1979) containsall the coreideas, some simplificationswere
necessary beforeafirst implementation for realistic systems was obtained by Neri
and Dragt for orders of three and later five. Fundamental difficulties inherent in
the Lie algebraic formulation limited the effortsto relatively low orders, and only
the combined DA—L ie approach (Forest, Berz, and Irwin 1989) circumvented this
problem, resulting in the first arbitrary order algorithm. The method we present in
thefollowing section is purely DA based and much more compact than the hybrid
method, and it also allows the treatment of nonsymplectic systems.

7.3.1 The DA Normal Form Algorithm

The goal of the normal form algorithmisto provideanonlinear change of vari-
ables such that the map in the new variables has a significantly simpler structure
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than before. In particular, it will attempt to find a transformation such that in the
new variables, up to a certain order, the motion is circular with an amplitude-
dependent frequency.

Therefore, we assume we are given the transfer map of aparticle optical system

-

Zp = M(Z;,0), (7.53)

where 7 are the 2v phase space coordinates and §are system parameters. Using
the DA methods, we are able to compute the partial derivatives|[M],, of the map
to any order n.

The normal form agorithm consists of a sequence of coordinate transforma-
tions A of the map

AoMoA™! (7.54)

Thefir st such coordinatetransformationisthe moveto the parameter-dependent
fixed point Zr, which satisfies

Zr = M(Zr,0). (7.55)

This transformation can be performed to arbitrary order using DA methods
as shown in Eq. (7.47). After the foed-poi nt transformation, the map is origin
preserving; this meansthat for any ¢,

-

M@,5) =0 (7.56)

As discussed previously, we note that the fixed-point transformationis possible if
and only if 1isnot an eigenvalue of the linear map.

In the next step we perform a coordinate transformation that provides alinear
diagonalization of the map. For this process, we have to assume that there are 2v
distinct eigenval ues. Thistogether with the fact that no eigenval ue should be unity
and that their product is positive are the only requirements we have to demand for
the map; under normal conditions, repetitive systems are always designed such
that these conditions are met.

After diagonalization, the linear map assumes the form

ri e-‘rlul

rie” i
. 0
M = 0 . (7.57)

ryet e

rye e

Here, the linear tunes 4; are either purely real or purely imaginary. For stable
systems, none of ther jeiwi must exceed unity in modulus.
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For symplectic systems, the determinant is unity, which entailsthat the product
of the r; must be unity. Thisimplies that for symplectic systems, forany r; < 1
thereis another with r; > 1. Thus, stable symplectic systems haver; = 1 for al
Jj because otherwise there would be one j for which r; exceeds unity, and thus at
least one rjeii“f would have moduluslarger than unity. Thiswould a so happen if
ap; wereimaginary. Therefore, all 1 ; arereal, and they are even nonzero because
we demanded distinct eigenvalues.

To the eigenvector pair s;t belonging to the eigenvalue r je*i, we associate
another pair 7 of variables as follows:

o (a4 o
th =(s] +s;)/2

i
t; = (s;r —s;)/2i. (7.58)

In the case of complex sJi which corresponds to the stable case, the t;t are the
real and imaginary parts and thus are real. In the unstable case, t;r isreal and ¢
isimaginary. Obviously, the s> can be expressed in terms of the " as

—it; (7.59)

Later, we will perform the manipulationsin the s;t whereas the results are most
easily interpreted in the 7.

We now proceed to a sequence of order-by-order transfor mations that will
simplify the nonlinear terms. After the fixed-point transformation and the linear
diagonalization, all further steps are purely nonlinear and do not affect the linear
part anymore, but the mth step transforms only the mth order of the map and
leaves the lower orders unaffected.

We begin the mth step by splitting the momentary map M into its linear and
nonlinear parts R and S,,,,i.e, M = R + S,,,. Thelinear part R has the form of
Eq. (7.57). Then we perform a transformation using a map that to mth order has
theform

A =T+ Th, (7.60)

where 7, vanishes to order m — 1. Because the linear part of A,, is the unity
map, A,, is invertible. Moreover, inspection of the algorithm to invert transfer
maps (Eq. 2.83) revealsthat up to order m,

Al = T — T (7.61)

Of course, the full inversion of A,,, contains higher order terms, which is one
of the reasons why iteration is needed.
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It is also worth noting that in principle the higher order parts of 7,, can be
chosen freely. In most cases it is particularly useful to choose these terms in such
away that they represent the flow of adynamical system by interpreting 7~ as the
first termin the flow operator (Eq. 2.120) and utilizing the arguments about flow
factorizations from Section 4.3.1. This has the advantages that the computation
of theinverseistrivial and also that the transformation map will automatically be
symplectic as soon as the original map is symplectic.

To study the effect of the transformation, we infer up to order m:

AoMoA™ = (T4 Tm)o(R+Sn)o(T—Tn
=n(Z+Tm) o (R +Sm —RoTn)
:mR+Sm+(TmOR RoT, )

)

(7.62)

For thefirst step, weused S, o (Z — Tp) =m Sm, Which holds because S, is
nonlinear and 7, is of order mn. In the second step we used 7, o (R + Sy, —
Tm) =m Tm © R, which holds because T, is of exact order m and al variables
in the second term are nonlinear except R.

A closer inspection of the last line revealsthat S,,, can be simplified by choos-
ing the commutator C,, = {7, R} = (T © R — R o Ty,) appropriately. In-
deed, if therange of C,,, isthefull space, then S,,, can be removed entirely. How-
ever, most of the time thisis not the case.

Let (7'i |k kD, ..., k5, k) bethe Taylor expansion coefficient of 7,,; with

»n o tn

respect to (s} )‘1 (s)FT -+ - (s5)k% (s;)%= in the jth component pair of 7.
Therefore, T iswritten as

TE =Y (TElkd ko ks k) - (DM (7)o (s5)M (50

(7.63)

Similarly, weidentify the coefficientsof C,,, by (C$j|kfr,k1‘,...,kn,kn) Be-

cause R isdiagonal, it is possible to express the coefficients of C,,, in terms of the
onesof 7. One obtains

s v s vy

((H T(k++k )> i,z-(EhE—) —r; e:tiuj>

'(ij|k1 ,k‘f,...,k‘;{,k‘n)

(TN TN A

= CL (BT, k) - (Tl ks b k). (7.64)

yn oy tn
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Now it is apparent that atermin 825]. can be removed if and only if the factor
C:E.(k*, k) is nonzero; if it is nonzero, then the required term in 7,%; is the
negative of the respective term in S divided by C% (k+, k™).

Therefore, the outcome of the whole normal form transformation depends
on the conditions under which the term C'* ; (KT, k™) vanishes. This is obvi-
ously the case if and only if the moduli and the arguments of r; - etiti and

+ - ey o
(I, rfk’ ROy i (Y =F7) gre identical. Next, we discuss the conditions of
this to happen for various special cases and draw conclusions.

7.3.2 Symplectic Systems

As discussed previously, in the stable symplectic case al the r; are equal to 1,
and the p; are purely real. Therefore, the moduli of the first and second terms
in Cnfj(l_c”“, k~) are equal if and only if their phases agree modulo 2x. This is
obviously the case if

fi- (kT — k) = £p;(mod2r), (7.65)

- -

wherethe different signs apply for ' (k*, k) and C,,, . (k*, k), respectively.
This can occur in two possible ways:

L kf=k Vi#jandkf =k; +1.
2. ji -7 = 0 (mod 27) has nontrivial solutions.

Thefirst caseis of mathematical nature and lies at the heart of the normal form
algorithm. It yields terms that are responsible for amplitude-dependent tune
shifts. We will discuss its consequences later. The second case is equivalent to
the system lying on a higher order resonance and is of a more physical nature.
In case the second condition is satisfied, there will be resonance-driventerms that
cannot be removed and that prevent adirect computation of amplitude tune shifts.

Before proceeding, we note that the second condition entails complications
even if it is amost, but not exactly, satisfied. In this case, the removal of the
respective term produces a small denominator that generates terms that become
increasingly larger, depending on the proximity to the resonance. For the removal
process, in Eq. (7.64) this resonance proximity factor is multiplied by the respec-
tive expansion coefficient, and therefore this product is obviously an excellent
characteristic of resonance strength.

With increasingly higher orders, i.e., larger £+ and k—, the number of relevant
resonances increases. Since the resonanceslie dense in tune space, eventually the
growth of termsis almost inevitable and hence produces a map that is much more
nonlinear than the underlying one. As we shall discuss in the next section, this
problemis aleviated by damping.
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We now discuss the form of the map if no resonances occur. In this case, the
transformed map will have the form

M7 =57 fi(stsy,. .., s08,). (7.66)

The variables 3 are not particularly well suited for the discussion of the re-

sult, and we expr&s the map in terms of the adjoined variables tjE introduced in
Eq. (7.58). Simple arithmetic shows that

sT-s; =(t)) +(t;)° (7.67)

It is now advantageous to write f; in terms of amplitude and phase as f; =
a; - €%, Performing the transformation to the coordinameﬁtj[, we thus obtain

M = < 11//221 —11//221' >

( (t++zt ) FLED? + (#0)% - () + ()] >

(t; j) Bl + @02 (6)? + (8,)7]

_ cos(¢;) —sin ¢) t;r

=or(Saiey o ) (%) (79

Here, ¢; = &;[(t])? + (t7)2,..., (tF)? + (t,7)?] depends on a rotationally
invariant quantity.

Therefore, in these coordinates, the motion is now given by arotation, the fre-
guency of which depends only on the amplitudes (t;”)2 + (t; )? and some system
parameters and thus does not vary from turn to turn. Indeed, these frequencies are
precisely the tunes of the nonlinear motion.

For any repetitive system, the tune of one particle is the total polar angle ad-
vance divided by the number of turnsin the limit of turn number going to infinity,
if thislimit exists. If we now express the motion in the new coordinates, we pick
up an initial polar angle for the transformation to the new coordinates; then, ev-
ery turn produces an equal polar angle ¢ ; which depends on the amplitude and
parameters of the particle. We produce a final polar angle for the transformation
back to the old coordinates.

As the number of turns increases, the contribution of theinitial and final polar
angles due to the transformation becomes increasingly insignificant, and in the
limit the tune results in only ¢ ;. Therefore, we showed that the limit exists and
that it can be computed analytically as a by-product of the normal form transfor-
mation.
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FIGURE 7.11. An xz—a projection of atracking picture in conventional coordinates.

To demonstrate the effects of nonlinear normal form transformations in the
symplectic case, Fig. 7.11 shows atypica tracking picture for a stable symplec-
tic system. The nonlinear effects disturb the elliptic structure expected from lin-
ear theory, and the cross-coupling between the two planes induces a substantial
broadening.

On the other hand, Fig. 7.12 shows the same motion displayed in normal form
coordinates. The motion is circular up to printer resolution, removing the cross-
coupling as well as other nonlinear effects.

e

———————

FIGURE 7.12. Thetracking picture of the picture shown in Fig. 7.11 in normal form coordinates.
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7.3.3 Nonsymplectic Systems

In the case of stable, nonsymplectic maps, all r; must satisfy r; < 1 because
otherwise at least one of the r je® i islarger than unity in modulus. Since in the
normal form transformation, terms can be removed if and only if the phases or
amplitudes for the two contributionsin C ;—fb ; (k*, k™) are different and the ampli-
tudes contribute, more terms can be removed.

Of particular practical interest is the totally damped case in which r; < 1 for
al j and all p; are real, which describes damped electron rings. In this case an
inspection of EQ. (7.64) reveals that now every nonlinear term can be removed.
Then asimilar argument as presented in the previous section shows that the mo-
tion assumes the form

j sin(;)  cos(d;) '

J

ME =7, ( cos(¢;)  —sin(e;) > , ( ty > , (7.69)

where the angle ¢; does not depend on the phase space variables anymore but
only on the parameters. This means that the normal form transformation of a to-
tally damped system leads to exponential spirals with constant frequency ¢ ;. In
particular, this entails that atotally damped system has no amplitude-dependent
tune shifts, and the motion eventually collapses into the origin. Since in practice
the damping is of course usually very small, these effects are usually covered by
the short-term sensitivity to resonances.

It is quite illuminating to consider the small denominator problem in the case
of totally damped systems. Clearly, the denominator can never fall below 1 —
max(r;) in magnitude. This puts a limit on the influence of any low-order res-
onance on the dynamics; in fact, even being exactly on a low-order resonance
does not have any serious conseguencesif the damping is strong enough. In gen-
era, the influence of a resonance now depends on two quantities: the distancein
tune space and the contraction strength r ;. High-order resonances are suppressed
particularly strongly because of the contribution of additional powersof r ;.

Because all systems exhibit aresidual amount of damping, the arguments pre-
sented here are generally relevant. It is especially noteworthy that residual damp-
ing suppresses high order resonances by the previous mechanism even for proton
machines, which entails that from a theoretical view, ultimately high-order reso-
nances become insignificant.

Clearly, the normal form algorithm also works for unstable maps. The number
of terms that can be removed will be at least the same as that in the symplectic
case, and sometimesit is possible to remove all terms. Among the many possible
combinations of r; and y;, the most common case in which the p; are red is
worth studying in more detail. In this case, al terms can be removed unless the
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FIGURE 7.13. A tracking picture of the first two coordinates of a damped system.

logarithms of the r; and the tunes satisfy the same resonance condition, i.e.,

i - (log(r1),-..,log(ry)) =0
i - § = 0 (mod 27) (7.70)

have simultaneous nontrivial solutions. This situation characterizes a new type of
resonance, the coupled phase-amplitude resonance.

Phase-amplitude resonances can never occur if al r; are greater than unity in
magnitude. This case correspondsto atotally unbound motion, and the motionin
normal form coordinates moves aong growing exponential spirals.

Symplectic systems, on the other hand, satisfy

n
HT’[ =1.
=1

Therefore, if there are r; with both signs of the logarithm, the possibility for am-
plitude resonances exists. In fact, any symplectic system lies on the fundamental
amplitude resonance characterized by 77 = (1,1,...,1). Inthislight, the stable
symplectic case is adegeneracy in which al logarithms vanish and so the system
lies on every amplitude resonances. Thus, it is susceptible to any phase resonance,
and it suffices to study only these.

To study the nonlinear normal form transformationsin the case of damped sys-
tems, Fig. 7.13 shows atypical tracking picture of avery weakly damped system.
A difference to the symplectic case is not visible, and there is familiar cross-
coupling as well as nonlinear distortions.
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FIGURE 7.14. The tracking picture of that shown in Fig. 7.13 in normal form coordinates. The
weak damping that is not directly visible becomes apparent, and the motion follows elliptical spirals.

On the other hand, Fig. 7.14 shows the same motion displayed in normal form
coordinates. The cross-coupling and nonlinear distortions are removed, and the
motion follows elliptic spirals.

7.3.4 Amplitude Tune Shifts and Resonances

It was shown in Eg. (7.68) that in the normal form coordinates, the motion of the
particles has the form

() 0 Y.(). o

wherethe angles depend only on therotationally invariant quantities (¢ )2+ (t7)?
and possible system parameters, and thus the angle represent the tunes of the
motion. This allows for a direct and accurate computation of the dependence of
the tune on amplitude. As such, it offers a fast and powerful aternative to the
conventional numerical computation of tune dependence on amplitude, which is
based on tracking a seed of particles for a sufficient number of turns and then
computing the tune for each as the average angle advance.
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We want to study the practical aspects of the computation of the tunes using the
DA normal form agorithm implemented in COSY INFINITY. Asafirst example,
we calculate the tune shifts of the Saskatoon EROS storage ring with energy used
as aparameter using both the DA normal form algorithm and the method to cal cu-
late high-order resonances. Table 111 shows the results. The chromaticity column
shows only terms depending on energy, the exponents of which appear as the
fifth entry in the exponent column. On the other hand, the normal form column
shows terms depending on both energy and x2, a? and y2, b2, which describe
amplitude-dependent tune shifts. As can be seen, the energy-dependent terms that
are calculated by both methods agree to nearly machine precision. However, since
the two agorithms for their computation are different, this can be used to assess
the overall accuracy of the methods.

An independent test was performed using the code DIMAD which calculates
tunes numerically by applying the fast Fourier transform method to tracking data.
Thevariousorders of chromaticitieswere compared to those found by COSY, and
the results are listed in Table IV. Agreement within the accuracy of the numerical
methods used in DIMAD was obtained.

Next, we want to address some applicationsfor the computation of resonances.
By virtue of Eq. (7.64), the coefficient of 7 necessary to obtain removal of terms
in S in the normal form processis given by

-

. St kT k-
(Tnfj|k+,k7) — — k_( m]| . )4 )
((H?:1 rl( Fk; )) - eift-(FY=F~) _p _eiiuj)

(7.72)

Even if the system is not on a resonance and thus the denominator does not van-
ish, these terms can become large if the system is near a resonance and the term
(SE ;IET, k™) islarge. If this is the case, then the normal form transformation
map A,, will have large coefficients, which leads to large coefficients in the par-
tially transformed map A, o M o A,! and entailsthat subsequent transformation
attempts have to confront larger coefficients. The ultimate consegquence is that
the map in normal form coordinates, which is circular to order n, will have large
coefficients beyond order n that induce deviations from circul arity.

Therefore, the coefficients (7, |k*, k) that appear in the normal form trans-
formation process have very practical significance in that they quantify the total
effect of the proximity to the resonance [via ([, rfk’hrk’ Ny (R =k7)
e13] and the system’s sensitivity to it [via (S, |k*, &)]. As such, the study
and analysis of the resonance strengths (7, ,,;‘Lj |E+, E*) is an important character-
istic of the system. Figure 7.15 shows a graphical representation of the resonance
strengths for the Large Hadron Collider, which allows for a fast identification of
the dominating resonances that would benefit from correction.

Having assessed the strengths of the various resonances, a system can be opti-
mized to suppressthem. Sincein the normal form picture, the resonance described
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TABLEIII
THE VERTICAL TUNES OF THE EROS RING, COMPUTED WITH DA NORMAL FORM THEORY
AND THE CHROMATICITY TOOLS*

Total Tune Shift Energy tune shift Order Exponent
(normal form) (chromaticity)
0.8800260865565617 0.8800260865565616
0.4044489434279511 0.4044489434279519
20.27300549111636
-12.70523391367074
19.93950369004059 19.93950369004062
511.1991794912686
-272.9888390984160
353.1162640647963 353.1162640647955
13502.07274250955
-4936.135382965938
1072.710823056354
10058.89904831771
-5699.740274508591
12684.92656366016 12684.92656366014
-5111660.969538658
-111233.3887058197
32336.40175202939
321102.2916307596
-313130.5638738061
487095.4522760212 487095.4522760201
10165111.83496411
7921291.158179961
753492.5011067157
-117199.2118569492
2005266230.252126
-497920.0057811320
1629044 .258487686
4141105.646457314
-21315439.11959259
19692776 .49371354 19692776.49371350

O O O O O O O O OO O U1 U1 U1 U1 U1 U1 > b D DD W W W NP o
O ONONBDONBD®DOOONONPDMOONONBMB®POONOONNOO
O O O O O O OO OO0 OO0 OO0 O0OO0OO0OOLOOLOOLOOLOOLOOoOOoOOo o Oo o
ON OB NOOGOBNOONOBRNOONOB®DNOONOONOOO
O O O O O O O O O O OO OO O0OO0OO0OO0OO0OOLOOLOOLOOLOOLOOoOOoOOo o oo
O BN NMNNMNOOOCOUIWWRHEHRERSE®ENMNMNOOOWEHERENDOOH O

@While the chromaticity column contains only the energy-dependent tune shifts, the norma form
column also shows amplitude-dependent terms.

TABLE IV
COMPARISON BETWEEN NUMERICAL AND DA COMPUTATION OF TUNE DEPENDENCE ON
ENERGY FOR THE SASKATOON EROS RING

Order Difference

1x107°

1x10~*
5%x5x 1073

1x 102
4x4x1072

A WNPEFO
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FIGURE 7.15. Theresonance strengths up to order 7 for the LHC.

by the term (Tr,fjw_c'*, l_c'*) is driven by terms of order > k" + k;, by suitably
placing correction elements of that order in the lattice, it is possible to reduce the
magnitude of (S .|k, k™) and hence (7,;|k™, k™). In the context of such nu-
merical optimization, both the speed of the normal form approach and the high
computational accuracy are of crucia significance.

Figure 7.16 shows the effect of such a resonance correction procedure for the
case of the Superconducting Supercollider low-energy booster. Tracking pictures
as well as numerically obtained resonance strengths are shown before and after
the resonance correction with COSY. As expected, the tracking picture shows a
more regular behavior, and the main offending resonance decreased in magnitude
and is now in line with others (note the change in scale).

7.3.5 Invariants and Stability Estimates

Because of the clean appearance of motion in normal form coordinates, a detailed
study of the dynamicsis possible. For example, if the normal form motion would
produce perfect circles, we know we have found an invariant of the system for
each degree of freedom and hence the system is integr able. Considering that the
transformation of normal form circles to conventional variablesis continuous, the
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FIGURE 7.16. Normal form resonance suppression for the SSC low-energy booster. Shown are
both tracking pictures and numerically obtained resonance strengths before and after correction.

resulting set is bounded and we can conclude that the motion is stable forever and
particles can never get lost.

However, because most systems are not integrable, the order-by-order normal
form transformations do not actually converge but rather approach a certain sat-
uration beyond which a new order does not bring any improvement, or some-
times even worsens the situation. The mathematical reasons for this phenomenon
lie in the resonance-driving terms and the associated resonance denominators
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FIGURE 7.16. (Continued)

exp(i7i - f£) — 1 in Eq. (7.64), which, as order and hence the number of admis-
sible resonances increase, become increasingly smaller. For certain systemsiit is
possible to estimate the asymptotic behavior of such resonance-drivingterms, and
sometimes analytic statements of stability can be made.

In most practical cases, the normal form transformation leads to near-cir cular
motion with varying amounts of deviation from circularity. To demonstrate the
effect in more detail, we show the invariant defects, i.e., the residual deviation
from perfect invariance, for several cases.
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FIGURE 7.17. Normal form defect for a pendulum.

FIGURE 7.18. Normal form defect for a pendulum at a larger amplitude than that shown in
Fig. 7.17.

We begin with the invariant defects as a function of normal form radius and an-
gle for asimple one-dimensional pendulum. In the case of this nonlinear motion,
there is an invariant (the energy). Thus, in principle, the normal form algorithm
could converge. Figure 7.17 shows the invariant defect for amplitudes of 1/10
rad using a normal form map of order 16. In this case the scale is approximately
1017, and all the errors are of a computational nature. In Fig. 7.18 the amplitude
of the pendulum is increased to 1/2 rad into a nonlinear regime. Again, a normal
form transformation map of order 16 was used. Now the scale of the invariant
defects is 10713, and some systematic effects due to the limited order become
apparent.

In the next example, we study the PSR |1, aring accelerator proposed by Los
Alamos National Laboratory. In this case, an invariant does not have to exist a
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FIGURE 7.19. Normal form defect for the Los Alamos PSR

priori. It islikely that the motion is indeed nonintegrable, preventing convergence
of the normal form map. Figure 7.19 shows the invariant defect, i.e., the deviation
from perfectly circular structure, in this case with a normal form transformation
map of order 6. The defect is shown asafunction of normal formradiusand angle

and theincrease with radius due to the limited convergenceis clearly visible. The
scaleis approximately 10 6.
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While the existence of invariant defects makes statements about general stabil-
ity impossible, it allows an estimate of stability for finite but long times (Berz
and Hoffstétter 1994; Hoffstatter 1994; Hoffstatter and Berz 1996a). This ap-
proach has been used repeatedly in theoretical studies including Nekhoroshev
(?) and was later studied for several cases (Warnock, Ruth, Gabella, and Ecklund
1988; Warnock and Ruth 1991; Warnock and Ruth 1992; Turchetti 1990; Baz-
zani, Marmi, and Turchetti ) by trying to fit models for approximate invariants
to numerical data. Since in practice the invariant defects are very small, we can
make estimates of how long a particle takes to traverse a certain region of nor-
mal form coordinate space for al the n subspaces in which the motion follows
approximately circular shape. This method is illustrated in Fig. 7.20 for one of
these subspaces. L et us assume that the whol e region of normal form coordinates
up to the maximum radius r ., correspondsto coordinates within the areawhich
the accelerator can accept in its beam pipes. Let us further assume that nowhere
inther — ¢ diagramistheinvariant defect larger than Ar. If we launch particles
within the normal form region below r ., then all these particles require at least

Tmax — Tmin
N = A (7.73)
turns before they reach ... Considering the small size of Ar in practical cases,
this can often ensure stability for alarge number of turns.

In most cases, the invariant defects grow quickly with increasing values of r,
as shown in Fig. 7.17 and 7.18. Therefore, this estimate can be refined in the
following obvious way. Suppose the region of r values between r 1, and ryax 1S
subdivided in the following manner:

Tmin =71 < T2 <+ < T = Tmax- (774)

Let us assume that in each of these regions the maximum invariant defect is
bounded by Ar;. Then we can predict stability for

Tz+1
N = Z An (7.75)

turns. Since in practice, at least for the first values of i, Ar; can be substantially
less than Ar, thislower bound can be much greater than IV in Eq. (7.73).

To determine the survival time of a particle, one can determine the correspond-
ing numbersof N for all then normal form subspaces and then take the smallest
N asalower bound.

In practice, the appea of the mathematically rigorous method outlined here
hinges critically on the ability to determine rigorous bounds for the Ar;, and
its practical usefulness is directly connected to the sharpness of these bounds.
However, in practice these functions have alarge number of local maxima, and a
computation of their bounds requires much care. For al thel — 1 regionsin phase
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FIGURE 7.20. The principle of the pseudoinvariant stability estimate.

space, we are faced with the task of finding » bounds for the maxima Ar (/) of
deviation functions:

Ar@) > max[rU) (M (2)) — rD(2)], (7.76)

where () () is the normal form radius in the jth normal form subspace of a
particle at position Z. The regions in which the bounds for the maxima have to
be found are the regionswhere () (z) € [r\”), 77, ]. As shown previously, these
functions exhibit several local maximain a six-dimensional space. To be useful,
the bounds for the maxima have to be sharp to about 10 ~¢, and for some appli-
cations to 10~'2. Methods are under development that allow both the rigorous
bounding of the deviation function (Berz and Hoffstatter 1994; Hoffstétter 1994;
Makino 1998; Makino and Berz 1996b; Berz and Hoffstatter 1998; Makino and
Berz 1999b) and the computation of rigorous bounds for the remainders of maps
(Makino 1998; Berz and Makino 1998; Berz 1997h).

7.3.6 Spin Normal Forms

Similar to the case of the orbit motion, for spin dynamics many quantities of
interest can be obtained directly within a normal form framework. In particular,
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these include the so-called invariant polarization axis as well as the spin tunes.
Recall that according to Eq. (5.60), the motion assumes the specia form

{ Zp = M(Z, ),

In particular, the orbit motion is unaffected by the spin, and the spin motion is
linear with an orbit-dependent orthogonal matrix. This entails that compared to
the situation in the previous sections, there are certain differences.

As a first step of the normal form analysis, we want to perform an orbit-
dependent transformation of the spin variables to coordinates that preserves one
component of the spin vector at every value of Z. To this end, we will determine
an orbit-dependent axis7i(2), theinvariant polarization axis, such that if thespin
is described in a coordinate system in which one axisis 7i(Z), the spin’s compo-
nent in this direction is constant from turn to turn. In the first step we do not
concern ourselves with the specific orientation of the coordinate system around
the axis n(2). This question will be addressed in the second step in connection
with the spin tune.

As in the case of orbit motion, the first step is similar to the transformation
to the fixed point. In the orbit case, particles on or near that fixed point stay
on or near it, and for practical purposes it is thus advantageous to inject near
the fixed point to limit the regions visited by the beam particles during further
revolutions. In the spin case, spin vectors on or near the invariant polarization
axiswill stay on or near it, and for practical purposesit is advantageousto inject
near the invariant polarization axis to preserve overall polarization of the beam
for further revolutions.

In addition to the significance of the invariant polarization axis for the preser-
vation of polarization of the beam, it is also important in connection with electron
or positron machines subject to synchrotron radiation damping. In this case, the
damping leads to the buildup of polarization due to the non-random spin of emit-
ted photons, the amount of which can be estimated via semiempirical arguments
derived by Derbenev and Kondratenko (1973) from the knowledge of the mo-
tion of the axis @ () around the ring. Methods for the computation of 7 were
developed to first order in spin and orbit by Chao (1981), to third order by Ei-
delmann and Yakimenko (1991), to arbitrary order by Mane (1987) and Balandin
and Golubeva (1992), and to arbitrary order including s-dependent elements by
Berz (1995b). There are also various approaches to determining » and the equi-
librium polarization from numerical tracking tools (Yokoya 1992; R. Rossmanith
1989).

If the spin matrix Ais independent of 7, the axis 71 is apparently merely the
rotation axis of A. Also, since the matrix A has a constant part A, that is inde-
pendent of Z, the constant part 71 of 7 isjust the rotation axisof A,. However,
for a 7-dependent A, the axis iz depends on Z, and the requirement is different.
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Indeed, to preserve the projection of the spin on 7(2), we have to satisfy

Si(z) - n(z) = S}(zp) - nlzy)

Since this must hold for every vector St( 3), weinfer that 7 must satisfy 71(2;) =
ANZ) - n(M(Z), or

A®)-7(2) = AM(2)). (7.77)

In the following, we will discuss an algorithm for the determination of the
equilibrium polarization () similar to the DA normal form approach. We as-
sume the orbital map is aready in normal form and the linear spin map is diago-
nalized. We proceed in an iterative way.

For Oth order, observe that M(E‘) =g 0, and thus the equation reads Ao flg =
flo. Since A(Z;,s) and thus Ay are in SO(3), the eigenvalue spectrum of A,
contains the value 1 as well as a complex conjugate pair of unity modulus. The
eigenvector corresponding to the eigenvalue 1 represents the axis 7o, and the
phase of the complex conjugate pair represents the linear spin tune p ;.

For higher orders, assume we aready know 7 to order m — 1 and want to
determineit to order m. Assume M(Z) isin normal form, i.e., M(2) = R + N.
Write A = Ay + A1, 7 = ficy + A, and obtain

(Ao + A1) - (Acm + fim) = (Aem + Aim) 0 (R +N)

To order m, this can be rewritten as

A-ficm+ Ay =m icmo (R+N)+nimoR (7.78)
or A A
Ag N — i o R = icmo (R+N) — A-ficp,.

Theright hand side must be balanced by choosing 72 ,,, appropriately. However, as
in Eq. (7.64) for the orbit case, the coefficients of Aoty — 7t o R differ from
those of 7,,, only by resonance denominators, and so the task can be achieved as
soon as these resonance denominators do not vanish. This requires the absence
of spin-amplitude resonances in which, because of the purely linear structure of
Ay - 71, the spintune v, appearsonly linearly. Therefore, spin-amplitudeterms are
characterized by the condition

Ws + 7 - £ = 0 mod 2. (7.79)
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As aresult of the iterative scheme, we obtain the value of the invariant polariza-
tion axis ni(Z) for al values of 2, probably the single most important nonlinear
characteristic of spin motion.

In order to proceed further and determine a nonlinear normal form as well as
the associated tune shifts for symplectic orbit motion, we perform a coordinate
rotation of the spin variablesthat islinear in spin and nonlinear in orbit, such that
at each point &, isparallel ton(Z) and €, isin the horizontal plane. Expressedin
these coordinates, the spin matrix then has the form

R 2 (Z) 0
A(Z) = a1 (2) axn(?) 0 |. (7.80)
0 0 1

Furthermore, all(éj - a22 (2‘) — (llz(g) . 021(2) =1.
We now drop the invariant third component of the spin coordinates and intro-
duce

Aa = (@3 ), (781)

the reduced matrix for the remaining spin coordinates. The resulting spin—or bit
moation in these eight coordinates (.S, Z) has the form

—

Sep=A(2) - Spi (7.82)
2 = M(Z). (7.83)

where for every Z, the matrix A, (%) has a complex conjugate pair of eigenvalues
with product 1. For the particular case of # = (, these two eigenvalues have the
formexp(=£i - ps).

The resulting linearization of the system is apparently

3., Ao 0 g,
m = « ~ - nto . 7.84
(%)% w) (%) a9

In the absence of spin-orbit resonances, this eight-dimensional linearization is of
the form in Eq. (7.57) required for the conventional DA normal form a gorithm.
In the absence of spin—orbit resonances, the linear eigenvalues are al digjoint
and it is thus possible to execute the conventional DA normal form algorithm
discussed in Section 7.3.1. In this scenario, it is most useful that this algorithmiis
not restricted to merely symplectic systems but readily adapts to handle this case
in which one part of the map satisfies the symplectic symmetry and one part the
orthogonal symmetry.
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Because of the fact that in each step of the transformation, the spin coordinates
occur only linearly, the resonance-driving termsfor all spin resonances of higher
order in spin vanish, and the only requirement is that

Ws + 7 - jii = 0 mod 2m (7.85)

cannot be satisfied for any choice of 7. Asaresult of the overall transformation,
we obtain that the motion in spin—orbit normal form variables has the form

wi=(We) e )(5) oo
(i) ) (5) o

As a result, the motion in both the orbit and spin blocks now follows plain
rotations. Since the entire orbit block was independent of the spin block, the ¢ ;
are again only dependent on orbit amplitudes. On the other hand, since the spin
motion islinear and dependent on the orbit motion, the ¢ ; are only dependent on
orbital amplitudes. Therefore, the newly obtained values ¢ ; describe amplitude
spin tune shifts.

7.4 SYMPLECTIC TRACKING

The potential buildup of inaccuracies in the dynamical system characterizing an
accelerator is afundamental and unavoidable problem that prevents exact predic-
tions of the motion. While from a purist’s point of view this fact represents the
point of retreat, in many practical situations it is nevertheless often possible to
obtain a qualitative understanding of the phenomenathat can occur by enforcing
symmetries that the system is known to have. An example that is particularly
clearly understandableis demonstrated by a system that conserves ener gy (or any
other function on phase space such as the Hamiltonian). If during the simulation
one enforces that despite the presence of errorsthe energy of the system isindeed
preserved, then this at |east preventsthe system from drifting off into regionswith
the wrong energy. Depending on the shape of the energy function, this sometimes
ensuresthat the system staysin theright territory; of course, if the energy surfaces
have a complicated topology, even this does not have to be the case.

Another symmetry of systems that are Hamiltonian that is often favored for
artificial enforcement is the symplectic symmetry discussed in Section 4.3.2,
which entails that if 1 is the Jacobian of the map, then

M- J-M=J. (7.88)
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The geometric ramifications of enforcing this symmetry are more difficult to un-
derstand than those of energy conservation; in fact, one of the very unfortunate
theoretical results is that for most systems, it is indeed impossible to simulta-
neously preserve symplecticity and energy, unless the simulation by accident
tracks the completely correct system.

7.4.1 Generating Functions

Enforcing the symplectic symmetry (Eqg. 7.88) directly is not straightforward
since the symplectic condition represents a complicated nonlinear implicit par-
tial differential equation for the map. The question is whether for amap that is
nearly symplectic, be it by truncation or because of errors, there is a symplectic
function nearby that can be used instead. A particularly robust method for this
purpose is to fabricate such a function through the use of generating functions
in mixed variables. The four most commonly used generators are

Fl(@i:@f)' FZ(q_;,ﬁf);

which are known to represent symplectic maps viathe implicit equations

= (=V . Fi, Vi, Fy). (7.90)

However, to assert universal existence of a generator, as shown in Chapter 1, Sec-
tion 1.4.6, awider class of generatorsis necessary.

Furthermore, the map represented by any generating function, be it the right
one or not, is always symplectic. An approximative generating function can be
used to perform symplectic tracking in the following way: Use the underlying
approximative map to compute first values of the final coordinates (§'¢, py). De-
pending on the accuracy of the map, the quadruple (¢';, 73, ¢, Py ) is aready very
close to a solution of the implicit Eq. (7.90). It is used as a starting point of a
numerical solution of the implicit equations, and ¢’y and/or p’; are varied to deter-
mine an exact solution. This can be done by Newton's method, and usually one
iterative step is enough to obtain machine accuracy.

To illustrate the practical use of the method, we apply it to a nonlinear dy-
namics problem in which the motion is well understood. We utilize the map of
a homogeneous sector magnet with a bending magnet of deflection angle 27 /n,
wheren isan integer. The resulting map is nonlinear, but sincethe motioninsidea
homogeneous bending magnet is purely circular, after 27 and hence n iterations,
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FIGURE 7.21. Motion through a nonlinear system free of any amplitude-dependent tune shifts,
described by amap of order 20.

the overall map will be unity. In particular, while nonlinear, the system does not
exhibit any amplitude dependent tune shifts.

Figure 7.21 shows map tracking for large amplitudes obtained with a nonsym-
plectified Taylor map of order 20. After many turns, individual separate points
are reproduced faithfully, as should be the case because of the complete lack of
amplitude-dependent tune shifts. Figure 7.22 shows the same tracking with afifth-
order map.

Because of the inaccuracy of the fifth-order approximation, errorsin both tune
and amplitude result. Figure 7.23 shows the motion using a generating
function symplectification of the Taylor map. In both cases, after asuitable num-
ber of points, the overall deviation from the correct position is similar to that for
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FIGURE 7.22. Motion through a nonlinear system free of any amplitude-dependent tune shifts,
described by amap of order 5. Errors due to truncation are visible.
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FIGURE 7.23. Symplectifed fifth-order tracking. While radial accuracy increases, angular and
overall accuracy are comparable to those for the nonsymplectifiied case.

the case of the nonsymplectified tracking; on the left, the accuracy is higher be-
cause the generating function isless nonlinear asit ison theright. It is noteworthy
that the resulting corrections due to symplectification lead mainly to deviationsin
angular direction, whereas the radial direction is apparently well preserved. This
phenomenonis mostly dueto the fact that symplectification preserves phase space
volume, and so in this two-dimensional case no shrinking in phase spaceis possi-
ble.

The observationsin this particular example are found in asimilar way as those
in other cases, symplectification has a tendency to preserve radial information
but does not help in the reproduction of angular information; in fact, it some-
times leads to larger errors in angular direction. While tracking the preservation
of radial information perhaps leads to a more realistic looking picture, for analyt-
ical causes such as the normal form methods, not much is necessarily gained. In
particular, the errors in angular direction are usualy approximately as strong in
amplitude tune shifts as they are without symplectification. Similarly, since the
resonance strengthsin Eq. (7.64) are a measure of the proximity to resonances
for various amplitudes, the errors in resonance strengths are usually not affected
beneficialy by symplectification. For the previous example, the structure of tune
shifts and resonance strengths after symplectification is not reproduced faithfully,
and although symplectification indeed preserves the symplectic symmetry of the
system, it is not able to preserve the underlying resonance symmetry properly.

7.4.2 Prefactorization and Symplectic Extension

For al practical applications, the behavior of the nonlinear generating function is
very important; in particular, it isimportant that its nonlinearitiesare not too large.
While the nonlinearities of the transfer map are a more or less direct measure of
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the nonlinearity of the system, thisis not the case for generating functions. By in-
specting the algorithm for the computation of the generating function, it becomes
apparent that the new results are concatenated over and over with the inver se of
the linear relationship in mixed variables. Although, as shown in Chapter 1, Sec-
tion 1.4.6, a set of mixed variables can be found such that the linearization is
nonsingular, it may be the case that the determinant is close enough to zero that
theinverse has large terms.

Therefore, while symplectic matrices are always restricted to unity determi-
nant, thisis not the case for the matrices that have to be inverted here, and so the
resulting generating functions sometimes have stronger nonlinearities than the
underlying maps.

This problem can be aleviated largely by factoring out the linear part of the
map

My = My o M2

and then treating M and M, separately. For the map M, thelinear part is now
unity, which implies that two of the four generating functions can be computed
without the risk of small determinants. The symplectification of the linear map
M ; represented by the matrix M, which is also its Jacobian, is alinear algebra
problem. It suffices to satisfy M, - J - M} = J which using the scalar product
(Eq. 1.173) with metric J defined by < z,y >= z - J - y* can be enforced by
procedures such as the Gram—Schmidit.

Using the Taylor series expansion terms of the generating function as described
previoudly, it is straightforward to compute a transfer map that agrees with the
given transfer map to order n yet is symplectic to higher orders compared to the
old transfer map. Even if the old transfer map violates symplecticity noticeably
because of truncation errors, it is possible to have the extended map satisfy the
symplectic condition to increasingly higher orders. Depending on the casg, it is
often possible to obtain machine accuracy symplecticity for the phase space re-
gions of interest by the method of symplectic extension.

To thisend, one first computes a suitable generating function to the same order
as that of the original map, following the algorithm discussed in the last section.
While the result is not the proper generating function for the true map, it has
the same Taylor expansion as the proper one and agrees with it increasingly bet-
ter the higher the order. One now approximates the real generating function by
its Taylor series and computes the map that is generated from the approximate
generating function using the previous agorithm. Up to order n, the old map is
reproduced; continuing beyond order n produces increasingly higher orders ex-
tending the origina transfer map, and the map can be made symplectic to any
order k > n.

If the missing higher order terms are sufficiently small, what we have pro-
duced is an explicit symplectic integrator. This algorithm is particularly useful
for systems in which the computation of the map is expensive to high orders, but
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FIGURE 7.24. Loca nodes around which Taylor expansion is performed.

whoseinherent nonlinearity is not too high. In particular, this could be the case for
machines consisting of many different elements or compact machines with very
complicated fields requiring detailed integrations.

7.4.3 Superposition of Local Generators

Here, we discuss the symplectification of a map that is not given by one Taylor
map but rather by a group of Taylor maps around different expansion points. The
goal isto find a global generating function that locally reduces to the respective
Taylor maps but that is globally symplectic.

When using generating functions for symplectic tracking, it is of course not
mandatory that they actually have the same Taylor expansion as that of the true
generating function. Indeed, in the case of nonlinear problemsin which the func-
tion V,, is not well behaved, it may be advantageousto produce generating func-
tions that are smoother overall. This can be achieved by a superposition of local
generating functions.

To this end, a representative ensemble of nodes in phase space is chosen,
preferably in aregular way as in Fig. 7.24. For each of these nodes, a transfer
map is computed to a certain order. Then, for each of the nodes the respective
generating function is computed. Each of these generating functions is uniquely
determined except for its constant value c;.

A total generating function can now be determined by a smooth interpolation
of thelocal polynomial-type generating functions in a nonequidistant mesh. This
has the form

n
F(&,fr) = Y Fj(@.7) - wi(d@, Pr), (7.92)

=1

where the w; are smooth weighting factor functions that ensure that the influence
of F; only extends near the respective next nodes and not far beyond. For exam-
ple, they can be Gaussians centered at (q;, py), with widths determined by the
distances to the next nodes and a height chosen accordingly.
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While in the case of a single generating function, the unknown constant term
wasirrelevant, hereit issignificant sinceit is multiplied by the position dependent
weighting function and thus appears in the implicit solution (§'s, py). Therefore,
it is necessary to choosethe ¢; in a self-consistent way.

One solution to this problem is to demand that at each node, the predictions of
al the neighboring nodes are as close as possible (which is similar to the finite
element potential-solving problem). This yields a least squares problem for the
¢; which can be solved using conventional techniques. Naturally, the higher the
orders of the individual F’;, the better will be their prediction at the neighboring
nodes and the smaller will be the resulting sum of squares.

Therefore, one obtains a generating function that is not Taylor series like, and
one can cover large and rather nonlinear areas of phase space.

7.4.4 Factorizations in Integrable Symplectic Maps

In this section, we discuss symplectification techniques of other methods that al-
low the representation of amap by asymplectic map. Theideaistofirst generatea
large pool of symplectic mapsS; that depend on certain parametersand that can
be evaluated explicitly; such maps are sometimes called Cremona maps. | mpor-
tant examples of such a pool are drifts, rotations in phase space, and kick maps
that affect only the momenta of particles as proposed by Irwin and Dragt. Other
important classes of such explicitly integrable functionswere proposed, including
those by Shi (Shi and Yan 1993; Shi 1994).

Then this pool is used to model the original function as a composition of such
maps as

Mn —n Hf:lsi,

where the parameters are chosen such that the overall map M ,, is reproduced. In
al cases, it is important and not easily achieved that the map pool is rather ex-
haustive and alows the representation of the desired map through maps from the
pool with well-behaved parameter settings. Furthermore, since the number of
parameters that have to be adjusted is very large and usually equal to the number
of free coefficients in a symplectic map, it is very advantageous if the system of
equationsthat hasto be solvedislinear.

In the case of kick factorizations, a frequently used approach is to attempt to
represent the map by kicks that affect only one particular order each and that are
separated by rotations of fixed angles, al of which are fractions of 27. The kick
strengths are chosen as the free parameters o, and they are determinedin an order-
by-order way. Specifically, for order n, all kicks of orders <n are already known
and only parameters p,, of order n are adjusted. Denoting by the vector 3 ,, the
nth order map propertiesthat have to be adjusted, thisleads to alinear system of
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eguations of the form
M = Ay, - P (7.92)

Here, the information of the specific mapis entirely contained in m ,,, whereasthe
coupling matrix A depends only on the placement of the kicks within the fixed
rotations. In order to limit spurious higher order nonlinearities introduced by the
approach, it is highly desirable that the matrix A that couples the coefficients to
the nonlinearities of the map has awell-behaved inverse. A measure of thisisthe
spectrum of the £ eigenvalues \; of A. The spacing and angles of rotations are
adjusted in such away as to maximize the minimum eigenvalue modulus

Amin = mMin(|A;]); (7.93)

obviously, a vanishing eigenvalue prevents inversion of the matrix, and it is ex-
pected that the coefficients of the inverse are more well behaved if A i isaslarge
aspossible. Likewise, it is also desirable that the average

k
Ao = M (7.94)
k
be as large as possible. To satisfy both of these demands is rather nontrivial, and
optimal and robust solutions for these questions have not been found for the gen-
eral case.

7.4.5 Spin Tracking

We address another type of tracking that, although not preserving the symplectic
symmetry, conceptually can be treated in avery similar way: the tracking of spin.
As discussed in Chapter 5, Section 5.2, the map of a system consisting of orbit
motion and spin motion is described by

Zp=M@E), (7.95)
§=AE)-§ |

where M is the symplectic orbit map, and A(%;) € SO(3) is the spin matrix.
For the purpose of tracking of spin, it is necessary to successively obtain (%, S,,)

—

from (Z,,_1, S,,—1). Thisrequires the determination of Z,, via
Zn = M(Zp-1), (7.96)

for which symplectic integration techniques can be used. However, to compute S,
requires that first the orbit-dependent spin map A(Z,,—) be evaluated. Since the
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full dependence of A on Zisnot known, but only its polynomial representation to
a given order, the evaluation will in general result in a matrix that is almost, but
not exactly, orthogonal. For the same reason, sympl ectification may be desirable;
one may thus want to make A orthogonal before computing the new spin.

While the preservation of the symplectic symmetry required the determination
of asufficiently close-by symplectic map, hereit is necessary to find a sufficiently
close-by orthogonal matrix. This, however, is straightforward, because it can be
achieved with orthonormalization techniques such as Gram-Schmidt. Further-
more, if the starting map is nearly orthogonal, the procedure will not result in
largedeviations and it will produce anearby matrix. After the matrix A(Zn) isor-
thogonalized to become the matrix A*, the new spin coordinates are determined
via

—

S, =A*-S,_;. (7.97)
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Aberration, 212
Aberrations
Correction by Symmetry, 228
in Spectrometers, 215
Order-by-Order Correction, 124
reconstructive correction, 217
under Symplecticity, 155
with Midplane Symmetry, 149
Absolute Value, 95, 114
Accelerator Mass Spectrometer, 211
Accelerator Physics, 1
Acceptance, 217
Achromat
and Symplecticity, 158
Definition, 228
Fifth Order, 245
Second Order, 244
Third Order, 240, 243
Action Integral, 16
Addition, 86, 91, 95, 96, 113
of Sets, 113
Addition Theorems on DA, 103
Algebra, 86, 110, 113
Classification, 87
Lie, 44
of Functions, 82, 84
Algebraically Closed, 115
Alpha
(Twiss Parameter), 257
Ampere-Maxwell Law, 63, 71
Amplitude Tune Shift, 274
for Spin Motion, 292
Analyticity
and Complex Variables, 151
of Map, 167
Angular Acceptance, 217
Anti-Symplecticity, 148, 234
Antiderivation, 85
Fixed Point of, 98
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for PDE Solver, 111

in ODE Solver, 109
Antisymmetric Bilinear Form, 44
Antisymmetric Flow

Orthogonality of, 192
Antisymmetric Matrix J, 21
Antisymmetric Product, 39

as Poisson Bracket, 42
Archimedicity, 114, 116
Arclength, 168, 191

Independent Variable for Hamiltonian,

185
Area Conservation
by Symplectic Maps, see Volume
Conservation
Atlas
Manifolds, 9
Automatic Differentiation, 85
Autonomous
Flow For ODE, 6
Hamiltonian System, 23
Making Hamiltonian, 25
Axiom
Governing Electrodynamics, 62
Governing Mechanics, 16
of Choice, 112
of Determinism, 5

Backwards Integration, 219
Baker-Campbell-Hausdorff, 164, 234
Banach, 104
Fixed Point Theorem, 99, 115
Space, 104, 115
Barber’'s Rule, 212
Barber'srule, 198
Basis, 93, 96
BCH Formula, see
Baker-Campbell-Hausdorff, 234
Beam



Definition, 1
Ellipse, 262
Envolope, 264
Beating, 261
Beta
(Twiss Parameter), 257
Function, 264
Big Bang, 2
Biot-Savart, 139
Blessing of Beam Physics, 124
BMT Equation, 190
Bound, 112, 117
Boundary Value Problem, 76
and Surface Charges, 130
Dirichlet and Neumann, 78
Browne-Buechner spectrograph, 198
Browne-Buechner Spectrograph, 212
Browne-Buechner Spectrometer
Aberrations, 214
Reconstructive Correction, 224

Camera
Lenses, 2
Campbell-Baker-Hausdorff, see
Baker-Campbell-Hausdorff, 234
Canonical
Conjugate of Time, 25
Momenta, 33
Positions, 22
System, 21
Transformation
Definition, 35
Elementary, 36
Exchanging p and ¢, 36
in Normal Form, 273
to Normal Form, 270
Variables, 22
Capacitance Matrix, 130
Cauchy
Completeness, 104, 114, 115
of Norm on DA, 104
Point Formula, 117
Sequence, 104, 115
CBH Formula, see
Baker-Campbell-Hausdorff, see
Campbell-Baker-Hausdorff
Celestial Mechanics, 1
Change

of Independent Variable, 23, 189
of Variablesin DA, 146
Charge Density, 63
Chart
Manifolds, 9
Chromaticity, 268
Linear Treatment, 259
Class of Equivalence, 70
Classical Mechanics
Determinism, 4
Hamiltonian, 32
Hamiltonian for EM Fields, 33
Lagrangian, 14, 16
Lagrangian for EM Fields, 17
Closed Orhit, 271
Nonlinear Off-Energy, 266
Parameter Dependence, 266
Completeness (Cauchy), 114
Complex Coordinates
for Normal Forms, 272
for Rotational Symmetry, 151
Complex Numbers, 87
Composition, 100, 146
in DA, 101
of Spin Maps, 195
Computation
Composition, 101
Elementary Funtionsin DA, 103
Inverse Maps, 102
Inversesin DA, 100
ODE Solutions with DA, 108, 109
PDE Solutions with DA, 111
Roots, 100
Computational Differentiation, 85
Concatenation, 146
Condition of Symplecticity, 37, 159
Conductivity, 64
Conjugate
for Time, 23
Momenta, 22
Position, 22
Conservation
of Energy and Symplecticity, 292
of Hamiltonian, 23
of Poisson Bracket, 42
of Symplecticity, 292
of Volume, 41
Symplecticity and Energy, 293

309



310

Constitutive Relations, 63
Free Space, 75
Homogeneity and Isotropicity, 63
Constraints, 8
Continuity Equation, 64
Continuous Rotational Symmetry, 150
Contraction
Factor, 115
of DA Operators, 98
Converge, 105, 115
Convergence, 105, 115
in DA, 104
of Derivatives, 106
of Map Taylor Expansion, 167
of Power Seriesin DA, 105
of Propagator Seriesin DA, 110
Radius of, 105, 116
Strong, 116
Weak, 116
Coordinate Transformation
for Hamiltonians, 8
for Lagrangians, 8
Coordinates
Particle Optical, 168
cos, 103
Coulomb Gauge, 74
Coulomb’s Law, 63, 71
Courant Snyder Invariant, 261
Courant Snyder Theory, 250
Cremona Map, 298
Current Density, 63
Curvilinear Coordinates, 168, 169
Generalized Momenta for, 179
Hamiltonian expressed in, 182, 185
Lagrangianin, 175
Cylindrical Coordinates, 120

Damping, 277
Decapole, 122
Depth of DA vector, 96
Derivation, 83, 85, 88, 91, 92, 113
Derivative
as Differential Quotient, 116
Calculus of, 117
Computation by DA, 88
Convergence Theorem, 106
DA Computation Example, 89
of Power Serieswith DA, 117

INDEX

Determinant

and Existence of Generator, 47

of Reconstruction Map, 220

of Symplectic Matrices, 40
Determinism, 4
Dielectric Constant, 63, 64
Diffeomorphism

Definition, 9
Difference Quotient, 116
Differentiability, 91, 116
Differentiable, 117
Differential, 87

Part, 90
Differential Algebra, 83, 85, 88, 92, 110,

113

Differential Algebraic Equation, 9
Differential Basis, 93
Differential Equation, 3
Differential Part, 87
Differential Quotient, 116
Differentials, 84
Differentiation, 83, 116

of Measured Data, 127

of Product, 116

of Sum, 116
Dimension, 92, 94

Reduction of, 8
Dipole, 122
Directional Derivative, see Vector Field
Dirichlet Boundary Condition, 78
Discrete Rotational Symmetry, 150
Dispersion Matching, 221
Displacement, Electric, 63
Double Midplane Symmetry, 150
Dreibein, 169
Dual Numbers, 87
Dynamical Coordinate, 23

Edge Angle, 209

Electric Conductivity, 64

Electric Displacement, 63

Electric Field, 20, 63

Electric Flux Density, 63

Electric Permittivity, 64

Electric Polarization, 63

Electromagnetic Field, 19, 20
Hamiltonian for Motion In, 33
Motionin, 17



Electrostatic Elemements
Multipole Decomposition, 130
Elementary Canonical Transformation,
36
Elementary Function, 116
in DA, 102
Elementary Functions
Computation in DA, 103
Ellipse
Invariant, 261
of Beam, 262
Embedding of Reals, 86
Emittance, 264
Energy Acceptance, 259
Energy Conservation
Impossibility under Symplecticity, 293
Tracking, 292
Energy Loss Mode, 221
Energy Mass Spectrometer, 211
Enge Function, 225
Envelope of Beam, 264
Equation of Motion
Hamiltonian, 22
Equations of Motion
for Spin, 190
Lagrangian, 7
Non-Deterministic, 4
Equilibrium Polarization, 289
Equivalence
Class, 70, 83, 91
Relation, 70, 91
Eta Function, 259
Euler’s Equations, 12
Examples
Aberrations of very high order, 200
Browne-Buechner spectrograph, 200
Existence and Uniqueness
of Scalar Potential, 65
of Solutions for ODEs, 3
Violation, 4
of Vector Potential, 68
exp, 103
Extended Phase Space, 25
Extension of Reals, 86

Factorization
in Integrable Maps, 298
of Map in Flows, 159

INDEX

of Symplectic Map, 162
Superconvergent, of Map, 162
Factorizations
in Kicks, 298
Faraday’s Law, 63
Fermat’s Principle, 195
Field, 111, 113
As Real Vector Space, 94
Electric, 63
Measurement, 127
Order, 87
Fifth Order Achromat, 245
Fixed Point, 168
Linear Off-Energy, 259
Nonlinear Off-Energy, 266
of Antiderivation Operator, 98
Parameter Dependence, 266, 271
Problem, 115

Similarity to Invariant Polarization

AXxis, 289
Theorem, 113
Fixed Point Theorem, 115
by Banach, 99
for Operators on DA, 98
Use for Inversion, 102
Floating Point Numbers, 82
Flow, 6
Flow Factorization, 159
of Symplectic Maps, 162
Superconvergent, 162
Flux Density, 63
Formula Manipulation, 84
Forward Cell, 229
Fourier Transform lon Cyclotron
Resonance Spectrometer, 211

Free Space Maxwell’s Equations, 64

Fringe Field, 124, 204
Function, 102
Delta, 115
Elementary in DA, 102
Intrinsic, 116, 117
n Times Differentiable, 91
On Levi-CivitaField, 115
Rational, 115
Root, 115
Spaces, 82

Functional Relationshipsin DA, 103
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Gamma
(Twiss Parameter), 257
Gauge Transformation, 72
as Equivalence Relation, 70
Coulomb, 74
Lorentz, 73
of Potentials, 70
Gauss Theorem, 77
Gaussian
Image Charge, 132
Units, 62
Gaussian Wavelet, 127
Generalize Momenta
in Cuvilinear Coordinates, 179
Generalized Coordinates, 9
Generating Function, 58
Avoiding Divergence, 296
Computation in DA, 165
Representation of Map, 164
Superposition of, 297
Time Dependence, 59
Usefor Symplectic Tracking, 293
Generator of Algebra, 93
Geometric Coordinates, 206
Geometric Interpretation
of Hamiltonian Dynamics, 25
Glass Optics, 195
Gram-Schmidt Method, 296, 299
Green's First Identity, 76
Green's Function, 130
Group
Canonical Transformations, 35
Symplectic Diffeomorphisms, 39
Symplectic Matrices, 39

Hamilton's Equations, 42
Hamilton's Principle, 15
Hamilton-Jacobi Equation, 61
Hamiltonian, 22, 33
Change of Variables, 31
Equipotential Lines, 26
Existence, 27
in Curvilinear Coordinates, 182, 185
Independent Variable Change, 23
Making Autonomous, 25
Uniqueness of, 26
Hamiltonian Flow
Geometric Interpretation, 25

INDEX

Symplecticity, 53, 192
Hamiltonian Function, see Hamiltonian
Hamiltonian System, 21
Hexapole, see Sextupole
High Energy Physics, 2

Ideal, 97
Idempotency

of Legendre Transformation, 28
Image, 265
Image Charge Method, 129

in Magnetic Case, 132
Imaginary, 115
Implicit Function Theorem, 101
Incoherent Spot Size, 221
Independent Variable

Change of

in Hamiltonian System, 23

Index of Refraction, 195
Induction, 108

Magnetic, 63
Infinite Dimensional, 117
Infinitely

Large, 114, 115

Small, 87, 95, 115
Infinitely Small, 91, 116
Infinitesimal, 87, 94, 95, 114

Nilpotency, 97
Instanteneous Coulomb Potential, 74
Integrability, 282
Integrable Symplectic Maps, 298
Integration, 83
Interaction Forces, 19
Intermediate Value Theorem, 117
Interpolation by Wavelets, 127
Interval, 82
Intrinsic Function

in DA, 102
Intrinsic Functions, 116

Computation in DA, 103
Invariant, 282

as Variable, 9

Ellipse, 261

from Normal Form Theory, 270

Polarization Axis, 289

Subspace for Spin, 194
Inverse, 87, 113, 115
Inversion, 101, 147



lon Trap Mass Spectrometer, 211
Isotope Production, 2

Jacobi Identity, 44
Jacobian
of Transfer Map, 146

Kick Approximation, 201
Kick Factorization, 298

Lagrange's Equations, 14, 19, 20
and Variational Principle, 12
Lagrangian, 7, 14, 19, 20
Coordinate Transformation, 8
Depending on Momentum, 31
for Lightrays, 195
in Curvilinear Coordinates, 175
Laplace Equation, 76, 119
Laplacian
in Curvilinear Coordinates with
Midplane Symmetry, 125
in Cylindrical Coordinates, 120
Leading Coefficient, 94
Leading Term, 94
Left-Finite, 112, 113, 115
Legendre Transformation, 27, 180
Idempotency, 28
of Hamiltonian, 30
of Lagrangian, 28
Lens, 195
Levi-Civita, 111
Lexicographic Order, 95, 112
Lie Algebra, 44
Lie Derivative, see Vector Field
Lie Factorization, 159, 229
Computation with DA, 163
Lindeloff-Picard Theorem, 5
Linear Stability, 251
Liouville's Theorem, 41, 54, 251
log, 103
Logic
Formal, 112
Lorentz Force, 17-20
Lorentz Gauge, 73

Magnet Field Errors, 266
Magnet Misalignments, 266
Magnetic Induction, 63
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Magnetic Moment Density, 63
Magnetic Monopoles, 63
Magnetic Permeability, 63, 64
Magnetic Polarization, 63
Magnetization, 63
Manifold, 9
Map, 81
Analyticity, 167
Change of Variables, 146
Factorization in Flows, 159
Factorization in Integrable Symplectic
Maps, 298
One-Turn, 249
Parameter Dependence, 266
Poincare, 249
Representation by Generating
Function, 164
Superconvergent Factorization, 162
Symplectic Factorization, 162
Transfer, 6
Mass Spectrometer, 211
Matching, 261
Matrix Elements
Symplectic Relations, 155
Maxwell’s Equations, 62, 119
in Free Space, 64
Measured Fields, 127
Application for S800, 225
Midplane Data, 128
Multipole Data, 127
Threedimensional Data, 132
Microscope, 211
Mid-Plane Symmetry, 238
Midplane
Field Expansion, 126
Measurement, 128
Symmetry, 148
and Symplecticity, 156
Double, 150
Mirror Symmetry, 147
Misalignments, 266
Mismatching, 261
MKSA Units, 62
Momentum Acceptance, 217, 259
Momentum Bite, see Momentum
Acceptance
Momentum Spectrometer, 211
Browne-Buechner, 212
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Q Value, 214

Resolution, 212
Momentum-Position Interchange, 36
Monopoles, Magnetic, 63
Monotonicity

of Indpendent Variable, 23
Multiplication, 95, 113

Computational Cost, 96

Scalar, 86, 91, 96

Vector, 86, 91, 96
Multipole

Direct Use of Data, 127

in Cartesian Coordinates, 122
Multipole Order, 122
Multipole Strength, 122

N Bar, 289
N Zero, 290
Neumann Boundary Condition, 78
Newton's Equations, 16
Nilpotent, 97
Non Standard Analysis, 111, 117
Non-Archimedean, 114
Non-Autonomous

ODE

Expressed as Autonomous ODE, 3

Non-Autonomous Hamiltonian

Making Autonomous, 25
Nonlinear Dynamics, 1
Nonrelativistic Motion, 14, 19

in Electromagnetic Field, 17

of Interacting Particles, 14, 32
Norm on DA, 97

Cauchy Completeness, 104
Normal Form, 250

Invariant, 282
Nuclear Physics, 2
Nuclear Spectrometers, 217
Nucleosynthesis, 2
Nuisance of Beam Physics, 123
Numbers, 82

Observable, 4, 42
Octupole, 122
ODE, see Ordinary Differential Equation
Off-Energy Particles
Linear Treatment, 258
Ohm’s Law, 64

INDEX

One Turn Map, 249
Optics, 1
Glass, 195
Order, 87, 94, 114
Lexicographic, 95, 112
of Multipoles, 122
Total, 114
Ordianary Differential Equation
Solution with DA Method, 108
Ordinary Differential Equation, 3
Origin Preservation, 168
Orthogonality
of Antisymmetric Flow, 192
Orthogonalization of Spin Matrix, 299

Pairs of Eigenvalues, 251
Parameter Dependence

of Fixed Point, 271

of Map, 266
Parametrization, 23
Partial Differential Equation, 76

Hamilton-Jacobi, 61

Solution with DA Method, 111
Particle Optical Coordinates, 168
Particle Physics, 2
PDE

Solution with DA Methods, 111
Permeability, 63, 64
Permittivity, 63, 64
Phase Space, 22, 26

Other Independent Variable, 23
Phase, Multipole, 122
Picard-Lindel off Theorem, 5
Plane, Expansion out of, 126
Poincare, 249

Map, 168, 249

Section, 7
Poisson Bracket, 40

and Antisymmetric Product, 42

Conservation, 42

Elementary, 43, 57

Waiting to Happen, 162
Poisson equation, 76
Polarization, 63

Axis of Invariance, 289
Polynomial, 115
Position-Momentum Interchange, 36
Positive, 114



Potential, 14, 19, 65

as Equivalence Class, 70

Scalar, 18, 20, 65

Scalar and Vector, 71

Scalar for Field, 119

Vector, 20, 65

Velocity-independent, 14, 20
Power Series, 116

Convergence in DA, 105
Pre-Factorization

for Generating Function, 296
Preservation, see Conservation
Principle of Least Action, 15
Propagator, 6, 110, 273

for Spin Motion, 193

QVaue, 214
Quadruple of Eigenvalues, 251
Quadrupole, 122

Fringe Field, 124
Quadrupole Mass Spectrometer, 211
Quaternion, 94
Quotient Rule

DA derivation of, 99

Rational Numbers, 112

Real Numbers, 104
Embedding, 113

Real Part, 87, 90

Reconstructive Correction, 217
Browne-Buechner, 224
S800 Spectrograp, 225

Reconstructive correction
Examples, 223

Reduction of Dimensionality, 8

Reference Curve, 168, 169

Refraction, 195

Relative Coordinates, 168

Relativistic Motion, 19, 20, 33

in Electromagnetic Field; Hamiltonian,

33

Repetitive Systems, 249
Resolution, 212

Linear, 212

Nonlinear, 213
Resolving Power, 212
Resonance, 250, 274, 280

and Symplectification, 295

INDEX

Denominator, 284
for Spin Motion, 292
Strength, 280
Resonances, 270
Reversed Cell, 229, 235
Reversed-Switched Cell, 229
Ring, 86
Rolle’'s Theorem, 117
Root, 87, 115
Root Rule
DA Derivation of, 100
Rotation, 275
Rotational Symmetry, 150
of Fields, 120
Preserved by Fields, 125
Routhian, 30

S800
Reconstructive Correction, 225
Scalar
Multiplication, 86
Scalar Potential, 65
Existence and Uniqueness, 65
for Electrodynamics, 71
Scalar Product
Antisymmetric, 39
Scaling
Symplectic, 205
Schwartz |nequality
of DA Norm, 98
Second Order Achromat, 244
Sector Field Mass Spectrometer, 211
Separable PDE, 62
Sequence of Derivatives
Convergence, 106
Sextupole, 122
Shooting, 219
Shooting Method, 219
S| Units, 62
sin, 103
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Single Exponent Lie Factorization, 163

Smoothing, 128, 129, 134, 136
Snell’s Law, 195
Space-Time Interchange, 23
Spaces of Functions, 82
Spectrograph, see Spectrometer
Spectrometer, 211

Mass, 211
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Momentum, 211
Resolution, 212
Spectrometers
for Nuclear Physics, 217
reconstructive correction, 217
Spectroscopy, 2
Spin
Equations of Motion, 190
Tracking, 299
Spin Amplitude Tune Shift, 292
Spin Invariance Axis, 289
Spin Resonance, 292
Spin Tune, 290
Square Root, 103
Stability of Motion, 249
Standard Form, 233
State Vector, 1
Stokes Theorem, 68
Strength
Multipole, 122
Sub-Standard Form, 233
Superconvergent Factorization, 162
Support, 112, 115, 117
Switched Cell, 229, 235
Switched-Reversed Cell, 229, 236
Symmetry
for Aberration Correction, 228
Midplane, 148
of Fields, 120
Rotational, 150
Symplectic, 155
Symplectic
Extension, 296
Matrix, 39, 40
Tracking, 292
Transformation
and Poisson Bracket, 42
Symplectic Condition, 37
Symplectic Scaling, see SY SCA
Symplecticity, 229, 234, 272, 292
and Achromaticity, 158
and Matrix Elements, 155
and Trajectory Reconstruction, 220
Impossibility of Preserving Energy,
293
in Flow Factorization, 162
in Reconstruction, 220
of Hamiltonian Flow, 53

INDEX

of Normal Form, 273

Preservation under Scaling, 208
Symplectification

via Generating Function, 165
SYSCA, 205
Systeme International d’ Unites, 62

Taylor Map, 81
Taylor’s Theorem, 117
Theorem
Fixed Point, 115
Intermediate Value, 117
Liouville, 54
Mean Value, 107
Rolle's, 117
Taylor's, 117
Third Order Achromat, 240, 243
Thomas Equation, 190
Time
Canonical Conjugate of, 25
Interchange with Space, 23
Time Dependent
Canonica Transformations, 59
Generating Function, 59
ODE
Made Time-Independent, 3
Time Independent
Maxwell’s Equations, 64
ODE, Flow For, 6
Time-of-Flight Mass Spectrometer, 211
Time-Of-Flight Spectrometer, 240
TOFI Spectrometer, 230
Total Order, 87, 95
Tower of Idedls, 97
TPSA, 84
Tracking
of Spin Motion, 299
Pre-Factorization, 296
via Integrable Maps, 298
via Superimposed Local Generators,
297
Trajectory Reconstruction, 218
Browne-Buechner, 224
in Energy Loss Mode, 221
S800, 225
Transfer Map, 1, 6, 145, 167
Transfer Matrix
Multiplication, 145
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TRANSPORT Coordinates, 206
Triangle Inequality, 97
Tune, 258, 275
and Poincare Section, 261
of Spin Mation, 290
Tune Shift
and Symplectification, 295
Depending on Amplitude, 274
for Spin Motion, 292
Nonlinear Motion, 270
Nonlinear Treatment, 268
Twiss Parameters, 257
Two-Dimensional Algebras
Classification, 87

Union, 113
Uniqueness
of Fields, see
of Hamiltonian, 26
of Lagrangian, 7

Valuation, 97
Variable Change, see Transformation
Variational Principle, 12
Vector
Multiplication, 86
Vector Field, 4, 109
of Hamiltonian System, 42
Vector Potential, 65
Existence and Uniqueness, 68
for Electrodynamics, 71
Vector Space, 86, 94
Finite Dimensional, 94
Infinite Dimensional, 113
of Functions, 84
Volume Conservation
by Symplectic Maps, 41
von Neumann Condition, 78

Waist, 265
Wavelet, 127
Weak Convergence, 116

Zermelo, 94
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